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Abstract
According to a new school of economics, people are not always rational. They make mistakes and can be influenced by thoughts and emotions. With this new insight in economics, labeled behavioral economics, some of the former models do not apply anymore. The theory is still valid but research shows new results because we now allow for influence, rather than the usable facts, in de decision making process.

In this paper the impact of misconceptions of chance on economic success will be examined. People do not always choose optimal according the laws of chance. Biases make people choose different as could be rationally expected and therefore the oprimal decision is not always made.

This paper will give an insight of misjudging probability on the success as freelance worker. 

The results show that some people do have incorrect probability judgment and that this is of negative influence on the success as freelance worker.
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Preface
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In the third year where we start specializing by choosing our own program, I subscribed to behavioral and applied economics. These subjects fitted me perfectly, and due to that fact, my first thought about writing a thesis was that it needed to be in that direction. Writing this paper, it became more and more clear I made the right choice. I learned a whole lot writing my thesis and it was interesting all the way!
The one downside of my study economics is that it is only partly in English. In retrospective I rather would have chosen for the English version of my study. Therefore I challenged myself to write this thesis in English. It took me a bit of extra time, but looking at my thesis now I am glad and proud I chose to do so.
At last I like to thank a few people. Firstly I would like to thank Renee de Klerk, for helping me find a part of this amazingly interesting subject. It fits everything I wanted for my thesis, you could not have done better! So thank you!

Secondly I like to thank Hannie Stuurman and Astrid van Reenen-Douwes who helped me getting my respondents for the survey. Without those respondents this research would not have been possible, so big thanks to them!
Last but not least, I want to thank Aurelien Baillon for his guidance!
I really enjoyed developing this research and writing my thesis! I wish everybody a lot of joy reading it!
Sophie Roelse
Introduction

In all of the most important economic theories, rationality is a basic concept. This implies that is assumed people make rational decisions. Rationality means that based on the information they have, they choose the best possible option for improving their own wealth. 
But then it is possible to wonder why for instance there are still people buying lottery tickets. With the assumption of rationality and the common information that the chance of winning is so small that it is almost impossible to win, it is at the least to say odd the lottery still exists. 
Another example of irrational thinking is the gambler’s fallacy. People in the casino think that when red has come up 6 times, the next time black has to come up. This off course is not based on rational thinking: Red and black have both equal chances to come up and the wheel has no memory. In case of rationality, people have all the information to make a correct decision. Still they do not. Here is a quite good motive to doubt the rationality assumption.

This is where behavioral economics comes in. In standard economy a person is created named Homo economicus. This person has the qualities of unbounded rationality, unbounded willpower, unbounded selfishness, has no emotions and is unbounded in self control, all to maximize his wealth. But the average real person is not a homo economicus. This is why economists started behavioral economics, here the main character of the economic modeling is a person who is bounded rational, has emotions, is bounded selfish and bounded in self control. The person used in behavioral economics has more caractaristics and behavior resemblance with real people.
With this new inside there is a lot to review. This paper is looking at the misconception of chances due to bounded qualities of men. The example of the lottery and the casino gives a well defined picture of how this new person with bounded qualities gives a better view of reality. In the case of making choices based on chances there is a very clear image of what is the best option. As is discussed before, people often do not pick this choice. In this paper the influence of the misconceptions of chance on economic indicators are discussed. An economic model based on random sequences and probability judgment is the job search model. As the effect from incorrect probability judgment on unemployment is already established, this paper will take probability research to a next level. It contains a research to the influence of probability judgment on the success as freelance worker.                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                          

Other Literature
The famous mathematician Laplace was the first one to mention the gambler’s fallacy. In his paper ‘Illusions in the estimation of probabilities’, he describes the phenomenon of the human failure to think that for random events, runs of a particular outcome will be followed by a tendency for the opposite outcome. 

In 1951 Jarvik found evidence for the same effect but now of positive regency. Now known as the hot hand fallacy. This is the belief that in a series of random events, runs of a particular outcome will be followed by that same outcome. 
In 1972 Kahneman and Tversky presented a cognitive explanation of the gambler’s fallacy. They found that our misconception in chance finds it’s origin in the representativeness heuristic. This implies that people think that the standard laws of chance not only apply on the whole sequence but also on parts of it. This makes people think that long runs of the same outcome lack local representativeness and are thereby not perceived as representative of the expected output of a random device. Consequently subjects will expect runs of the same outcome to be less likely than they are.

In 1985 Gilovich, Vallone and Tversky came to the conclusion that the representative heuristic also created wrong beliefes in the opposite direction. This was called the hot hand fallacy: that in a random sequence, people have an incorrect expectation that a run of the same outcome will continue. Due to the lack of local representativeness, the same as described above, subjects will expect runs of the same outcome to be more likely than they are.
In 2004 the research to the cognitive explanations of the gambler’s and the hot hand fallacy continued. Ayton and Fischer searched for possible explanation why two opposite effects, the gambler’s fallacy and the hot hand fallacy, can find their origin through one and the same heuristic. The two researchers found that a human performance random sequence leads via the representativeness heuristic to the hot hand fallacy. Natural events leads via the representativeness heuristic to the gambler’s fallacy.

As described, there has been many research establishing the fallacy’s and finding it’s origin. Only the last few years science has come to look at applications of it. In a paper of Dohmen et al.(2008), the authors looked at the effect of the gambler’s fallacy on individual economic outcomes. They found that the hot hand fallacy leads to a higher probability of long term unemployment. The gambler’s fallacy found to be associated with a higher probability of overdrawing one’s bank account

Research question
Since there is a lot of uncertainty in our economic choices, it will be interesting to check if our biases in probability judgment influences these outcomes. 
This needs to be an event where a streak of similar outcomes has occurred prior to the decision and implies possible opposite predictions for economic outcomes. With inspiration from the results on probability judgment and unemployment, This paper is looking for other possible economic factors which can be influenced by probability judgement. The factor ‘success as freelancer’ might be relevant to this field of research.
This leads to the research question of this paper: Do biases in probability judgment influence the level of success as freelance worker?
To indicate these biases, the gambler’s fallacy and the hot hand fallacy will be tested. This leads to the related question: Which factors are of influence on the probability judgment?

This research is looking for the effect of probability judgment on the success as freelance worker. For terms of success of the freelance worker, the number of days off per month for freelancers will be used. Also should be checked for any other possible influences on the number of days off per month. This gives the next related question: Which factors are of influence on the level of success as freelance worker? 
A probable outcome of this research question is that if the person in case has a bad judgment of probability according to the fallacy’s, it gives a higher probability of being less successfull as freelance worker.

In order to test this there will be a survey on a number of freelance workers. With a question about the probability in tossing a fair coin, the probability biases are established. With a question about how many days off per month this respondent has, the level of success is measured. To get some extra information to check where the biases are coming from, a few questions about the background of the person, such as age, gender and education level are taken into account.
Theoretical framework
The gambler’s fallacy
The gambler’s fallacy found it’s origin with the famous essay by Laplace(1820). The paper ‘Concerning illusions in the estimation of probabilities’ Laplace introduces the gambler’s fallacy: 

When a number in the lottery of France has not been drawn for a long time, the crowd is eager to cover it with stakes. They judge since the number has not been drawn for a long time that it ought at the next drawing to be drawn in preferences to others. So common an error appears to me to rest upon an illusion by which one is carried back involuntarily to the origin of events. It is, for example, very improbable that at the play of heads and tails one will throw heads ten times in succession. This improbability which strikes us indeed when it has happened nine times, leads us to believe that at the tenth throw tails will be thrown. (page 161 ff).
This indicates that when there is a series of random events, like tossing a coin there is a misconception of the probability which side will come up. In the next paragraph there will be a mathematical explanation of this bias.
Let us look at a game of tossing a coin a few times in a row. This is an example of a random event. Which means that both heads and tails are equally likely to come up with a chance of 1 in 2, or 50%. Now, what is the chance of getting heads two times if the coin is flipped two times? To get the probability of a random game giving one outcome a few times in a row, the probability of a single game needs to be multiplied as many times as we toss the coin. Therefore in this case we multiply ½ with ½ = 1/4. This means that there is a chance of 1 in 4 that we toss twice heads if we toss the coin twice.
To know what the probability of ten times heads is if the coin is tossed ten times, the chance of one game needs to be multiplied with itself ten time. 
½ x ½ x ½ x ½ x ½ x ½ x ½ x ½ x ½ x ½ = 1/1024.
This means that there is a chance of 1 in 1024 that if the coin is tossed ten times that every time heads will turn up. This is justified to be called very unlikely. Now if a coin is flipped nine times and all nine times heads came up, it figures that at the tenth toss is has to be tails because ten out of ten heads is very unlikely. The problem with this reasoning is it not about looking at the chances of getting ten heads in a row, it is about looking at the chances of getting one heads in a row. When the coin is flipped, the heads have already happened and therefore no longer have a chance of ½ to come up, their probability is now 1. When the coin is flipped for the tenth time the chance of getting heads will be ½ as how it ever was. 
1 x 1 x 1 x 1 x 1 x 1 x 1 x 1 x 1 x ½ = ½ 

This example shows why it is not more likely for tails to come up. When people think it is more likely for tails to come up, these people have a bias which is called the gambler’s fallacy. 
The hot hand fallacy
In 1951 Jarvik found an opposite bias, the hot hand fallacy. In this case, with a random event, people are thinking in the opposite way in comparison with the gambler’s fallacy. Here people think that when a outcome has turned up say six times in a row, it is more likely for the next time for that same outcome to come up. So the bias leads to think that a random sequence ending with a strike of one outcome, will be continued in the next event. 
Cognitive influences

The two fallacy’s are results of a few cognitive effects. Cognitive bias is the tendency to always make errors in the same direction. In the section below the biases will be explained and linked to the fallacy’s.

Recency effect
The recency effect is discovered by Miller Campbell. The definition of the recency effect is as follows:

“Given a list of items to remember, we will tend to remember the last few things more than those things in the middle. We also tend to assume that items at the end of the list are of greater importance or significance.”
Both fallacy’s are results of this cognitive bias. The gambler’s fallacy is an example of negative recency. In remembering the last outcomes and thinking they are of greater significance as the previous outcomes, the next outcome is assumed to be different. 

This is assumed to create balance to the sequence. This effect is thus partly a recency effect and partly due to the representativeness heuristic, which will be explained below.
The hot hand fallacy is an example of positive recency, thinking of the last few outcomes, thinking that outcome is “hot” and therefore assuming this strike will continue. 

Representativeness heuristic
Representativeness bias is the error also called ‘law of small numbers”. It is a misconception that a small sample should be representative for the whole sequence. In the case of our fallacy’s this lead to think that the last few outcomes should be representative for the random sequence. So they think black cannot come up a few times in a row because it should be 50/50 black/red. Of course it is possible to get a few times black in a row because the sequence is infinite, so over the whole it will be 50/50 even if it is a lot times black in a row. 
Job-search model
This part of the paper explains the job-search model. The underlying model to labour market decisions. The qualities of this model are all needed criteria to be conform a model that is influenced by probability judgment.

The job search model is a model that describes individual decisions whether to participate in the labour market or whether to change or leave jobs. In a labour market with uncertainty and costly information, both employee’s and employers are searching. The job search theory applies firstly on the employee. But similar methods can also be used for employers. Since being a freelancer is best of both worlds and with a firm who is also searching, in this paper there will be assumed that the job-search model applies here. 
Theory
The job search model describes the optimal strategy for employment decisions. The worker is assumed to be looking for a job but, lacking perfect information, may encounter unsuitable offers before finding a job. The searcher knows the distribution of wages for his skills and the cost of generating a job offer. Job offers are independent random selection from the distribution of wages. The offers can be accepted or rejected. It is optimal to reject all offers below a certain criteria. 
This search project is a random search, since the unemployed person does not have an expectation of the kind of job offers he will get from the firms. Even with a freelance worker this is taken for accountable because even though the jobs are in a certain sector there are a whole lot of things able to differ.
During the time the worker is unemployed, it is assumed there is a constant income. This means that there are constant opportunity costs. This makes is possible to account for no difference between the new and the longer unemployed workers.

The worker can either choose to accept or reject the offer. The offer should only be accepted if the revenues are higher than the costs. The point where the worker is indifferent between being unemployed and working, is when there is a job offer with a certain wage so that the revenues are equal to the costs. This is called the reservation wage. All offers above that wage are worthy to accept. But of course more is better, so this is a matter of considering chances. 
To describe the random process of the receipt of wage offers in the job search model, Zaretsky and Coughlin, used the Poisson process.
The Poisson process, named after mathematician S.D. Poisson, is a model of a stochastic process to describe a sequence of some random events occurring over a specified time period. The Poisson model is applicable on the sequence if the next two assumptions are met:
1. The events are independent

2. The is one event happening at a time, the interval between the events is allowed to differ

For the job search model this means that the offer of the one firm is independent from the other offer, which is possible to assume. And that the person receives one offer at a time but the amount of time between the offers is allowed to differ. This criteria is also met. 

Predictions
This model fits the random sequence assumption for a research to probability judgment. The two criteria of the model are applicable on the freelance market. Meeting those aspects, this model is assumed to fit to support the underlying theory of this research and therefore helps to find a correct answer to the research question.

According to the theory, a possible answer for the research question is possible to predict. If people have a bad probability judgment, it means these people are not capable of making a correct consideration of the reservation wage. Due to this incorrect reservation wage there are no optimal choices of participating in the labour market/accepting a job assignment or not. This leads to having less work than would be the case when the optimal reservation wage is calculated and the optimal choice is made. According to this, a possible answer to the research question is therefore that if a person has a bad probability judgment, this person is bound to be less succesfull as a freelance worker.  
Methods

Data

This is a research on non discovered grounds, there is no existing data matching the variables needed to perform this research. To gather data from respondents, a survey has been sent per social network twitter to the freelance workers who are unionist at the freelance worker union. This twitter network is a group site for the active members of the union for freelance workers. Each of them were ask to fill in a questionnaire. The questionnaire consists of nine questions, seven closed questions and two open questions. With every closed question there are a few answer categories, and a possibility to keep your information private. The choice for answer categories rather than to make every question an open question, is to ease out the process of the statistical analysis. The open questions do not have the option to keep the answer anonymous for reasons that will be explained later on. The closed questions are to gather personal information or work related information about the respondent. This data will be used to see if they are influencing the probability judgment of the respondent. The two open questions are about the probability judgment and the level of success. The closed and open questions are mixed up, to prevent the respondent from knowing which effects are examined.  
The actual questionnaire is enclosed in appendix 3 page 54. The dataset is enclosed in appendix 4, page 58.
Closed questions

To find out the personal data of the respondents, there are closed questions in the questionnaire. This section will give variables with their possible answer categories.
· Gender

· Male

· Female 

· Anonymous

· Education. This variable gives an answer to the question highest level of education the respondent finished. The answer categories contain the seven degrees of schooling in Holland. 

· Elementary school

· Vmbo

· Havo

· Vwo

· MBO

· HBO

· WO

· Anonymous

· Duration. Duration stands for the average duration of a job assignment of the respondent.
· A few hours

· One workday

· Two-three workdays

· One workweek

· Two-three workweeks 

· One month

· More than a month

· Anonymous
· Satisfaction. To find out whether the respondent wants to work more or less than he/she does, this variable gives the level of satisfaction about the number of job assignments per month.
- 
Not

· Mediocre

· O.K.

· Very Much

· Anonymous

· Age
· Less than 20 years

· 20-30 years

· 31-40 years

· 41-50 years

· 51-60 years

· More than 60 years

· Anonymous
· Howlong. This variable contains the data on how long the respondent has been a freelancer.
· Less than a half year

· Less than a year

· Less than three years

· Less than five years

· More than five years

· Anonymous
· Sector. To look for possible influences on the number of days off, this variable contains data on which sector the respondent works in. The respondent had 25 sectors of work to choose from. For simplicity the answer categories will not be listed here, but are shown in the appendix.
Open questions

To test whether the respondent is biased towards the gambler’s fallacy or towards the hot hand fallacy or to non at all, they got a probability task to perform. They were confronted the following question:

Imagine you are tossing a fair coin. After ten tosses you observe the following result:

tail – tails – tails – heads – tails  – heads – tails – tails – heads – heads – heads – heads. 

What is the probability, in percent, that the next toss is “heads”?


Answer:
%.



The sequence chosen to present consists of six times heads and six times tails. This is to make sure that the respondent is not tricked in thinking it is not a fair coin. The question is the same question from the research of Dohmen et al., but with two differences. In difference to the survey question in the research from Dohmen et al., here is no option to fill in “I don’t know”. It is about what the respondents thinks it is, even when he/she has no clue. So even a guessed answer is the answer he/she thinks it is, and the direction in which he practises his job.

The right answer is 50% as is discussed in the theoretical part of this paper. If they answered a percentage lower than 50%, they find it is less likely for heads to come up. This means they are biased towards the Gambler’s fallacy, because they expect the strike of heads to end. 
If the respondent gives an answer higher than 50%, they find it more likely for heads to come up. Therefore they are biased toward the hot hand fallacy. They expect that it is likely for the heads-strike to continue.
· C/W. This is the variable giving the data of the answers to the probability question described above. This variable has two categories. One for a correct answer to the question, one for a wrong answer to the question.
In order to get to know the success of the freelancer there is a question about the number of days per month they are not actually working on an assignment. They have to make an average from the last four months, using a five days work week. 
· Daysoff. This variable gives the number of days of per month for the respondent.
Analysis
The analysis is build stepwise. First the data is examined. Second the related questions will be solved. The last part of this analysis will try to find answers to the research question. 

For this analysis there has been made use of a 10% significance level. The choice for 10% rested on the arguments of the small data set and the experimental basis of this research.  
Part I: Descriptive statistics
In part I of the actual analysis there is a thorough presentation of the data and their descriptives. For all the variables there is made a pie chart.
Due to the fact that with some variables there were categories with only one respondent to fit that quality, the regressions performed later on, can not estimate a parameter for this category. To be able to work with the variables, some variables had to be regrouped. If a regrouped was needed, a table with the original categories and original distribution of respondents will be shown. 
Part II: Influences on probability judgment 
Part two of processing the data is looking for possible influences on the chance of having correct probability judgment. Because the dependent variable C/W is a dichotomous variable, a binary logistic regression has been used. A logistic regression calculates the chance on one of the two categories of the dependent dichotomous variable, on basis of independent variables.

A logistic regression is multiple regression with an outcome variable that is a categorical variable and predictor variables that are continuous or categorical variables. In multiple regression, in which there are several predictors, the outcome variable is predicted from a combination of each predictor variable multiplied by it’s respective regression coefficient. With logistic regression the combination variables predict the probability of the outcome variable to occur.

When the forward method is used, the regression starts with a model only including a constant. Then single predictors are added to the model based on a specific criterion. The variable with the most significant score statistic is added to the model. The computer will stop adding variables if there are no variables with a significant score left. Each time there is a variable added, the old and the new model are compared for significant difference. If there is no significant difference in the explanatory power between the new and the old model, the variable can better be left out. 

Logistic regression works with chance, odds-ratio, logit:
· the chance on category 1 is P. The chance on category 0 is 1-P.

· The odds-ratio is the possibility on category 1 divided by the possibility for category 0.

· The logit is the natural logarithmic (ln) of the odds-ratio.
Assumptions logistic regression

1. The dependent variable is dichotomous. The independent variables are interval/ratio scale variables, or are categorical variables(dummy’s).

2. A theoretical causal relationship. The dependent variable is influenced by every independent variable.

3. The model is linear. The logit is a linear combination of the independent variables.

4. There is no multicollinearity between the interval/ratio scale variables. This means that a bivariate correlation of |r| ≥ 0,9 are not allowed.

The first assumption is met, since C/W has only two categories, correct or wrong. All the independent variables are categorical variables. The variables are made into dummy’s.

Assumption 2 is met, because it is assumed that all of the independent variables used in the regression have an influence on variable C/W.
Assumption 3 is met. The logistic regression expresses the multiple linear regression in logarithmic terms. This is called the logit. Due to this logit the problem of violating linearity is overcome. 
To check if our regression is conform assumption 4, the Spearman’s correlation coefficient r needs to be calculated. This will be done by performing a bivariate correlations test. 
If all the assumptions are met, the logistic regression can be preformed. Take C/W as dependent variable and Gender, Age, Education and Howlong as independent variables. Choose Forward LR for stepwise regression. 
Part III: Influences on number of days off
In part III of the analysis, the actual research question is tested. The influence of having a correct/wrong probability judgment on the success as freelance worker, given days off per month. Here Daysoff is the dependent variable and C/W is the independent variable. This means there is a interval/ratio dependent variable and a categorical independent variable. Therefore a General linear model is used. 
First a variance analysis with two or more factors is executed. This is called factorial ANOVA. With this test, it is possible to see if there is a difference in the average days off between the people who do or do not belong to a certain category. 

The assumptions for variance analysis are:

· Each sample is independent and random.

· Each group find it’s origin in a normal distributed population. 
· The variances of all groups are equal.

The normality assumption is tested with a Q-Q plot of the studentized residuals. 

For the equal variances assumption a Levene’s test of homogeneity of error variances is executed. 

For the factorial ANOVA five models are created. This helps to find out if a possible influence of an independent variable is still there when other variables are added. Spurious effects can be ruled out, which makes the analysis more thorough and the possible result more robust. 

The choice for a maximum of five independent variables is based on the fact of the small number of respondents. If the ratio predictor variables/number of respondents is too big, the analysis cannot be done in the right way. 

To see which variables are likely to have the most influence on daysoff a factorial ANOVA with all the variables as independent variables is executed. The variable C/W and gender will be enclosed in the ANOVA in any case. C/W is the most important variable of the research. Gender will be in there because that variable is of influence on C/W and needs to be checked for a spurious relation. The other three variables will be the variables with the lowest p-value and therefore the most significant influence found in the ANOVA with all the variables in it. 
In model 1 the only independent variable is C/W. The dependent variable is daysoff.

In model 2 gender is the only independent variable tested for influence on the number of days off.

In model 3 C/W, education, age and sector are the independent variables, daysoff is the dependent variable.

In model 4 variable C/W is removed and gender is added to the model. This gives gender, education, age and sector as the independent variables. Daysoff is the dependent variable.

In model 5 all the independent variables are added. C/W, gender, education, age and sector are the independent variables, daysoff is the dependent variable. 
Results

In this part, the results of the three parts of analysis are shown. First the gathered data is presented and thoroughly described. 
In the second part, the results of the logistic regression looking for influences on the C/W variable a presented.  

At last part three will describe the results of the univariate analysis, looking for the amount of influence C/W has on daysoff. Also there will be the result of checking for other possible influences on daysoff.
Part I
In this part of the paper the gathered data is presented and described. 

Closed Questions
The first pie chart, chart 1, shows the data of the variable gender. This is a categorical nominal variable, data with a number of categories were there is no inherent order to the categories. The categories are male, female or anonymous. 

Chart 1
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The group of respondents consists of 36 persons. There are 20 male respondents and 15 female respondents. There is also 1 respondent who likes to keep his/her gender anonymous. There is a approximately equal division between man and women in the group of respondents.
The next variable is the level of education. This is a categorical ordinal variable, data with a eight categories were there is an order in the categories. The first category primary school contains the least years of schooling, the category “WO” contains the most years of schooling. 
Education is a variable that needed to be re-categorized, due to too little respondents in a category to perform statistical analysis. Table 1 give the original distribution.

Table 1

	Educ

	
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	VMBO
	1
	2.8
	2.8
	2.8

	
	Havo
	1
	2.8
	2.8
	5.6

	
	VWO
	2
	5.6
	5.6
	11.1

	
	HBO
	17
	47.2
	47.2
	58.3

	
	WO
	15
	41.7
	41.7
	100.0

	
	Total
	36
	100.0
	100.0
	


In the original categories there are zero respondents with only a primary school education or a MBO education. The categories VMBO and HAVO only contain one person. 
Chart 2
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Chart 2 gives the distribution after regrouping. In this distrubution of respondents zero people have only completed elementary school education or a ‘lowest lever of high school’ education. The biggest part of the respondents, 88,9%, has completed an education of HBO or WO. This is a very high percentage of higher educated people.
Variable three gives the average length of the actual jobs for the freelancers, duration. This is also a categorical ordinal variable. Chart 3 shows that jobs of length “more than a month” are most common. In second place the most common length is “2-3 workdays”
Chart 3
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The fourth question gives the categorical ordinal variable satisfaction. This variable is a measurement of the level of satisfaction of the number of assignments per month. Chart 4 shows that 47,2% of the respondents is mediocre or not satisfied with the number of assignment per month. This means that 17 people would like to have more jobs per month.
This variable give an insight in how much these respondents want to work. If the respondent is very satisfied with 15 days off per month, the many days off is possible to be done on purpose. In this set of respondents, the people with a lot of days off per month are not very satisfied with it, so the people with a lot of days off per month are not willing to. This means that all the respondents can be taken accountable doing regression on the influences on days off per month. 
Chart 4
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The next variable is Age, shown in chart 5. This is again a categorical ordinal variable. 50% of the respondents is older than 51 years. 

To check if they just got started or not the next variable is about how long the respondents have been a been a freelancer. Howlong is a regrouped variable, the original distribution is shown in table 2, the regrouped distribution is shown in chart 6. This variable is again a categorical ordinal variable. As shown, 58,3% of the respondents has been working for more than 5 years as a freelancer. 
It is interesting to see that the older part of the group, the 51 years and older people, are all a freelance worker for a long period. See appendix for data set. It was expected that these people just got started, to build something instead of going with retirement. This was an incorrect expectation, looking at this group of people. 

Chart 5
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The original distribution of the variable howlong is shown in the table below. Chart 6 shows the regrouped distribution.
Table 2
	Howlong1

	
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	Less than a half year
	2
	5.6
	5.6
	5.6

	
	Less than one year
	2
	5.6
	5.6
	11.1

	
	Less than three years
	4
	11.1
	11.1
	22.2

	
	Less than five years
	6
	16.7
	16.7
	38.9

	
	More than five years
	22
	61.1
	61.1
	100.0

	
	Total
	36
	100.0
	100.0
	


Chart 6
[image: image6.emf]Howlong

4

10

22

Less than 1 year

Less than 3 years

Less than 5 years

Anonymous


The last variable is the variable sector, displayed in chart 7. In this variable there are three missing values. The biggest part of the group works in the sector economy. This variable is also a re-categorized variable, there is no original distribution shown, it is not worth mentioning.
Chart 7
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Open question data desciptives

Daysoff  
The next variable shows the answers to the open question “how many days a month, counted with a five day work week, you don’t have a job?” This is a ratio variable, it is a continuous numerical variable with a absolute zero point. It is not possible to have less than 0 days off and 4 days off is two times as many as 2 days off. 

Table 3 contains a  descriptive summary of the data. This group of respondents has on average 5 days per month no assignment to work on.  
Chart 8 shows a frequency chart of daysoff. 
Table 3
	Statistics

	Daysoff

	N
	Valid
	36

	
	Missing
	0

	Mean
	5.097

	Std. Error of Mean
	.9352

	Median
	4.000

	Mode
	.0

	Std. Deviation
	5.6110

	Minimum
	.0

	Maximum
	27.0

	Sum
	183.5


Chart 8
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The last variable contains the data about the probability judgment of the respondents. This variable is a regrouped variable, table 4 shows the original distribution. 
Chart 9 shows the regrouped variable. This chart shows that of the 36 respondents, 6 people did not know the correct answer to the probability question was 50%. This is 16.7% of the total group. 
Table 4

	Percentage probability judgment

	
	Frequency
	Percent
	Valid Percent
	Cumulative Percent

	Valid
	0
	1
	2.8
	2.9
	2.9

	
	25
	1
	2.8
	2.9
	5.9

	
	50
	30
	83.3
	88.2
	94.1

	
	60
	1
	2.8
	2.9
	97.1

	
	70
	1
	2.8
	2.9
	100.0

	
	Total
	34
	94.4
	100.0
	

	Missing
	888
	2
	5.6
	
	

	Total
	36
	100.0
	
	


Chart 9
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Of these 6 people 2 people thought that the chance of heads was more than 50%, they are biased to the hot hand fallacy. Also two people thought that the chance of head was less than 50, they are biased to the gambler’s fallacy. Two people had no clue, they fill in a question mark. 

Part II

This part of the paper shows the results of the statistical tests looking for possible influences on probability judgment.

As explained in chapter 4 methods, for logistic regression multicollinearity is not allowed. To check this the spearman’s rho of the independent variables is calculated. Table 5 gives the results of this correlation test. 
Table 5
	Correlations

	
	Gender
	Education
	Howlong
	Age
	Sector

	Spearman's rho
	Gender
	Correlation Coefficient
	1.000
	-.207
	.255
	-.322
	.300

	
	
	Sig. (2-tailed)
	.
	.225
	.134
	.056
	.090

	
	
	N
	36
	36
	36
	36
	33

	
	Education
	Correlation Coefficient
	-.207
	1.000
	-.101
	.222
	-.047

	
	
	Sig. (2-tailed)
	.225
	.
	.560
	.194
	.796

	
	
	N
	36
	36
	36
	36
	33

	
	Howlong
	Correlation Coefficient
	.255
	-.101
	1.000
	.184
	-.157

	
	
	Sig. (2-tailed)
	.134
	.560
	.
	.282
	.384

	
	
	N
	36
	36
	36
	36
	33

	
	Age
	Correlation Coefficient
	-.322
	.222
	.184
	1.000
	-.213

	
	
	Sig. (2-tailed)
	.056
	.194
	.282
	.
	.235

	
	
	N
	36
	36
	36
	36
	33

	
	Sector
	Correlation Coefficient
	.300
	-.047
	-.157
	-.213
	1.000

	
	
	Sig. (2-tailed)
	.090
	.796
	.384
	.235
	.

	
	
	N
	33
	33
	33
	33
	33


Non of the correlations are ≥ |0,9|. This means it is allowed to proceed with the logistic regression.

The complete output of the binary logistic regression is enclosed in appendix 2, page 39. In this part only the crucial parts of the output will be shown. Table 6 shows the estimates for the coefficients for the predictors included in the model. 

Table 6
	Dependent variable: C/W                  Variables in the Equation       

	
	B
	S.E.
	Wald
	df
	Sig.
	Exp(B)

	Step 1a
	Female
	-2.156
	1.159
	3.460
	1
	.063
	.116

	
	Constant
	-.788
	.539
	2.137
	1
	.144
	.455

	a. Variable(s) entered on step 1: Gender.




 At step one variable gender is entered in the model because this was the most significant variable at block 0, see table 7. Being female has a significant influence on having a correct probability judgment. If a person is female, the odds of having a correct probability judgment are 1.116 times lower  compared with being male. This is a marginally significant because effect because, 0.063 < 0.10. 
Table 7
	Dependent variable: C/W          Variables not in the Equation

	
	Score
	df
	Sig.

	Step 0
	Variables
	Female
	4.410
	1
	.036

	
	
	Education
	2.080
	2
	.353

	
	
	High school
	.655
	1
	.418

	
	
	MBO
	.800
	1
	.371

	
	
	Howlong
	4.582
	2
	.101

	
	
	Less than 5 years
	.900
	1
	.343

	
	
	More than 5 years
	2.769
	1
	.096

	
	
	Age
	1.847
	4
	.764

	
	
	20-30 years
	.900
	1
	.343

	
	
	31-40 years
	.655
	1
	.418

	
	
	41-50 years
	.026
	1
	.871

	
	
	51-60 years
	.374
	1
	.541

	
	Overall Statistics
	13.422
	9
	.144


Table 8 shows again that the variable gender has a significant contribution to the model, 0,032 < 0,10. If the variable is removed the model changes significantly in correctly estimating the model. 
Table 8
	Dependent variable: C/W            Model if Term Removed

	Variable
	Model Log Likelihood
	Change in -2 Log Likelihood
	df
	Sig. of the Change

	Step 1
	Gender
	-16.220
	4.625
	1
	.032


The other variables have no significant influences on the chance of having a correct/incorrect probability judgment.  
Table 9
	Dependent variable: C/W          Variables not in the Equation

	
	Score
	df
	Sig.

	Step 1
	Variables
	Education
	1.216
	2
	.544

	
	
	High school
	.251
	1
	.616

	
	
	MBO
	.503
	1
	.478

	
	
	Howlong
	3.472
	2
	.176

	
	
	Less than 5 years
	.663
	1
	.415

	
	
	More than 5 years
	2.241
	1
	.134

	
	
	Age
	7.368
	4
	.118

	
	
	20-30 years
	.663
	1
	.415

	
	
	31-40 years
	1.678
	1
	.195

	
	
	41-50 years
	.150
	1
	.698

	
	
	51-60 years
	1.002
	1
	.317

	
	Overall Statistics
	11.824
	8
	.159


Part III

This part of the paper shows the results of the statistical tests looking for possible influences on the number of days off per month. 

Table 10

	Tests of Between-Subjects Effects

	Dependent Variable:Daysoff

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	821.929a
	24
	34.247
	1.581
	.257

	Intercept
	158.434
	1
	158.434
	7.313
	.027

	C/W
	61.910
	1
	61.910
	2.858
	.129

	Gender
	.265
	1
	.265
	.012
	.915

	Education
	35.030
	2
	17.515
	.808
	.479

	Howlong
	21.400
	2
	10.700
	.494
	.628

	Age
	155.175
	4
	38.794
	1.791
	.224

	Satisfaction
	78.592
	3
	26.197
	1.209
	.496

	Duration
	93.744
	7
	13.392
	.618
	.730

	Sector
	103.183
	4
	25.796
	1.191
	.385

	Error
	173.314
	8
	21.664
	
	

	Total
	1825.250
	33
	
	
	

	Corrected Total
	995.242
	32
	
	
	

	a. R Squared = .826 (Adjusted R Squared = .303)

b. Levene’s test of equality of error variances: sig. = 0.472


This table shows the results of the facotial ANOVA with all variables. The lowest p-values of the variables are highlighted. C/W and gender will be enclosed in the analysis anyhow. Besides these, the ones with the lowest p-values are education, age and sector. These variables will be used in the five models of factorial ANOVA. 

Table 11 at the top of the next page gives the result of the five models gained with factorial ANOVA.

Table 11
Dependent variable: Daysoff

	
	
	
	
	
	

	
	Model 1
	Model 2
	Model 3
	Model 4
	Model 5

	Intercept
	0.000***
	0.000***
	0.000***
	0.000***
	0.000***

	C/W
	0.088*
	
	0.032**
	
	0.057*

	Gender
	
	0.396
	
	0.363
	0.815

	Education
	
	
	0.162
	0.173
	0.228

	Age
	
	
	0.247
	0.499
	0.411

	Sector
	
	
	0.094*
	0.237
	0.115

	
	
	
	
	
	

	R-squared
	0.083
	0.021
	0.516
	0.419
	0.517

	Levene
	0.052
	0.162
	0.015
	0.030
	0.007

	
	
	
	
	
	


* 
0.05 < p < 0.10

** 
0.01 < p < 0.05

*** 
           p < 0.01

The Q-Q-plots for testing normality, the levene’s test of equality of error variances and the total factorial ANOVA of the five models in appendix 3, page 43.
The plots for model 3,4,5 are looking normal. The plots for model 1 and 2 are looking less good but still fine.

There is one possible outlier. Looking at this data point, taken into account the small set of respondents, this data point is chosen not to considered as outlier.

The levene’s test of equality of error variances is added in table 11 in the last row under the name of ‘levene’. The values lower than 0.05 are indicating that the error variance of the dependent variable is not equal across groups. This is possible due to the fact of the small set of data and large number of variables/few people in one category. This means that in those models the assumption of equal variances is not met and interpreting the results and drawing conclusions should be done extra carefully.
See table 11 for the results of the 5 models gained with factorial ANOVA: 

In model 1 the variable C/W is the independent variable, daysoff is the dependent variable. With a p-value of 0.088 C/W has a marginally significant influence on the number of days off per month.

In model 2 the variable Gender is the independent variable, daysoff is the dependent variable. With a p-value of 0.396, gender does not have a significant influence on the number of days off in this model. 

In model 3 the variables C/W, education, age and sector are the independent variables, daysoff is the dependent variable. With a p-value of 0.032 C/W is more significant in this model than in model 1. This means that when other variables are also in the regression, the explanatory power of C/W on daysoff does not decrease, which makes this influence more robust.

With a p-value of 0.094 sector has a marginally significant influence on daysoff in this model. Education and age are not of significant influence on the number of days off in this model. 

In model 4 the variables gender, education, age and sector are the independent variables, daysoff is the dependent variable. In this model non of the independent variables is of significant influence on the number of days off. 

In model 5 the variables C/W, gender, education, age and sector are the independent variables, daysoff is the dependent variable. With a p-value of 0.057 C/W shows again a marginally significant influence on the number of days off per month. 
For the marginally significant and the significant variables the parameters are estimated.

Table 12

	Parameter Estimates

	Dependent Variable:Daysoff

	Parameter
	B
	Std. Error
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	8.667
	2.225
	3.895
	.000
	4.144
	13.189

	Correct
	-4.283
	2.438
	-1.757
	.088
	-9.237
	.671

	Wrong
	0a
	.
	.
	.
	.
	.

	a. This parameter is set to zero because it is redundant.




Table 13

	Parameter Estimates

	Dependent Variable:Daysoff

	Parameter
	B
	Std. Error
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	18.306
	5.230
	3.500
	.002
	7.429
	29.183

	Correct
	-6.010
	2.625
	-2.290
	.032
	-11.469
	-.552

	Wrong
	0a
	.
	.
	.
	.
	.

	High school
	6.513
	3.278
	1.987
	.060
	-.305
	13.331

	HBO
	.649
	2.123
	.306
	.763
	-3.765
	5.064

	WO
	0a
	.
	.
	.
	.
	.

	20-30 years
	3.850
	4.323
	.891
	.383
	-5.140
	12.841

	31-40 years
	-1.578
	4.718
	-.335
	.741
	-11.390
	8.233

	41-50 years
	2.894
	2.943
	.983
	.337
	-3.226
	9.015

	51-60 years
	-1.662
	3.037
	-.547
	.590
	-7.977
	4.654

	More than 60 years
	0a
	.
	.
	.
	.
	.

	Economy(training)
	-10.335
	4.175
	-2.476
	.022
	-19.018
	-1.653

	Healthcare
	-11.725
	4.085
	-2.870
	.009
	-20.221
	-3.229

	Construcstion/Engeneering
	-7.714
	5.433
	-1.420
	.170
	-19.013
	3.584

	Education/personnel
	-7.736
	5.174
	-1.495
	.150
	-18.497
	3.024

	Remaining
	0a
	.
	.
	.
	.
	.

	a. This parameter is set to zero because it is redundant.




Table 14

	Parameter Estimates

	Dependent Variable:Daysoff

	Parameter
	B
	Std. Error
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	18.239
	5.359
	3.403
	.003
	7.060
	29.418

	Male
	-.781
	3.291
	-.237
	.815
	-7.646
	6.083

	Female
	0a
	.
	.
	.
	.
	.

	High school
	6.266
	3.512
	1.784
	.090
	-1.061
	13.592

	HBO
	.753
	2.216
	.340
	.737
	-3.869
	5.376

	WO
	0a
	.
	.
	.
	.
	.

	20-30 years 
	3.695
	4.472
	.826
	.418
	-5.633
	13.023

	31-40 years
	-1.892
	5.005
	-.378
	.709
	-12.332
	8.548

	41-50 years
	2.461
	3.521
	.699
	.493
	-4.883
	9.806

	51-60 years
	-1.788
	3.152
	-.567
	.577
	-8.363
	4.788

	More than 60 years
	0a
	.
	.
	.
	.
	.

	Economy(training)
	-9.689
	5.066
	-1.913
	.070
	-20.256
	.878

	Healthcare
	-11.610
	4.208
	-2.759
	.012
	-20.388
	-2.832

	Construcstion/Engeneering
	-7.012
	6.297
	-1.114
	.279
	-20.148
	6.124

	Education/personnel
	-6.895
	6.371
	-1.082
	.292
	-20.184
	6.394

	Remaining
	0a
	.
	.
	.
	.
	.

	Correct
	-5.776
	2.861
	-2.019
	.057
	-11.745
	.193

	Wrong
	0a
	.
	.
	.
	.
	.

	a. This parameter is set to zero because it is redundant.




As can be seen in the highlighted parts of the tables 12,13 and 14 having a correct probability judgment has a robust effect. Having a correct probability judgment gives minimum 4.283 and maximum 6.010 more days work per month. 
In table 13 and 14 a highly significant effect of high school and economy(training) and healthcare is shown. Table 13 gives the estimated parameters of model 3. In this model sector is of marginally significant influence. Table 14 gives the estimated parameters of model 5. In this model sector is not a significant influence on daysoff. 
This means that overall the sector the respondent works in is not a robust influence on daysoff.

High school is in both table 13 and table 14 significant. In the models, education overall is not significant. This means that education is not a reliable significant influence on daysoff in these models.
Conclusion

This part of the paper will give a clear and short answer to the research question and to the related questions.

Research question

In the research question ‘Do biases in probability judgment influence the level of success as freelance worker?’, probability judgment is measured with being biased towards the gambler’s fallacy or towards the hot hand fallacy. The level of success as freelancer is defined by the number of days off per month.

The following conclusion can be drawn.

After performing several  statistical tests with different variables in the model, having a correct or wrong probability judgment seems to have a robust significant influence on the variable daysoff. In every model a correct probability judgment has a (marginally)significant effect on the number of days off per month. Having a correct probability judgment in these models gives a minimum of 4.283 and a maximum of 6.010 days more work per month. 

Related questions

I: Which factors are of influence on the probability judgment?

Being female, respectively to being male, gives a smaller chance on having correct probability judgment. The other variables in this research; age, education, for how long the respondent has been a freelancer, do not have significant influence on having a correct probability judgment.

II: Which factors are of influence on the number of days off per month?

After executing several statistical tests with different variables in it, no variables other than C/W gives a reliable significant influence on the number of days off per month. 

Education high school and sector economy(training) an healthcare give a significant effect in two models. Sector overall is significant in one model but not in other models, so this is not a reliable influence on daysoff. Education as a whole in not significant in any model.

Discussion

Doing an actual research for the first time, there were a lot of things to learn from. In this part a notification of the main obstacles during this research is given. At the end recommendations for further research will be discussed.
In the questionnaire is chosen not to have an answer possibility ‘I don’t know’ at the probability question. This to prevent respondents from not giving an answer. Only with the option ‘I don’t know’ not in there, a few respondents stopped there filling in the questionnaire. This was due to the fact that it was not possible to continue the questionnaire if there was no answer filled in. On top of that a few people found out that they were able to fill in a question mark, one thing I was not aware of. These facts slightly narrowed down the number of respondents.
Also self-selection of the respondents plays a part in the acquired number of filled in questionnaires.
I tried to manage the issue of the small number of respondents by regrouping some answer categories. 
Recommendations for further research could be expanding this research, for more reliable results. There could also be looked for more economic factors which are influenced by the probability biases. A possible direction is the field of marketing. In marketing there is a lot of undiscovered ground to cover for probability judgment research. 
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Appendix 1: Analysis Part II

Correlation  

	Correlations

	
	Gender
	Educ
	Howlong2
	Age
	Sector

	Spearman's rho
	Gender
	Correlation Coefficient
	1.000
	-.207
	.255
	-.322
	.300

	
	
	Sig. (2-tailed)
	.
	.225
	.134
	.056
	.090

	
	
	N
	36
	36
	36
	36
	33

	
	Education
	Correlation Coefficient
	-.207
	1.000
	-.101
	.222
	-.047

	
	
	Sig. (2-tailed)
	.225
	.
	.560
	.194
	.796

	
	
	N
	36
	36
	36
	36
	33

	
	Howlong
	Correlation Coefficient
	.255
	-.101
	1.000
	.184
	-.157

	
	
	Sig. (2-tailed)
	.134
	.560
	.
	.282
	.384

	
	
	N
	36
	36
	36
	36
	33

	
	Age
	Correlation Coefficient
	-.322
	.222
	.184
	1.000
	-.213

	
	
	Sig. (2-tailed)
	.056
	.194
	.282
	.
	.235

	
	
	N
	36
	36
	36
	36
	33

	
	Sector
	Correlation Coefficient
	.300
	-.047
	-.157
	-.213
	1.000

	
	
	Sig. (2-tailed)
	.090
	.796
	.384
	.235
	.

	
	
	N
	33
	33
	33
	33
	33


Logistic regression
	Case Processing Summary

	Unweighted Casesa
	N
	Percent

	Selected Cases
	Included in Analysis
	36
	100.0

	
	Missing Cases
	0
	.0

	
	Total
	36
	100.0

	Unselected Cases
	0
	.0

	Total
	36
	100.0

	a. If weight is in effect, see classification table for the total number of cases.




	Dependent Variable Encoding

	Original Value
	Internal Value

	Correct
	0

	Wrong
	1


	Categorical Variables Codings

	
	Frequency
	Parameter coding

	
	
	(1)
	(2)
	(3)
	(4)

	Age
	20-30 years
	4
	1.000
	.000
	.000
	.000

	
	31-40 years
	3
	.000
	1.000
	.000
	.000

	
	41-50 years
	11
	.000
	.000
	1.000
	.000

	
	51-60 years
	14
	.000
	.000
	.000
	1.000

	
	More than 60 years
	4
	.000
	.000
	.000
	.000

	Educ
	high school
	3
	1.000
	.000
	
	

	
	HBO
	18
	.000
	1.000
	
	

	
	WO
	15
	.000
	.000
	
	

	Howlong2
	less than 1 year
	4
	1.000
	.000
	
	

	
	less than 5 years
	10
	.000
	1.000
	
	

	
	more than 5 years
	22
	.000
	.000
	
	

	Gender
	Male
	20
	1.000
	
	
	

	
	Female
	16
	.000
	
	
	


Beginning block: 0

	Classification Tablea,b

	
	Observed
	Predicted

	
	
	ProbCW
	Percentage Correct

	
	
	Correct
	Wrong
	

	Step 0
	ProbCW
	Correct
	30
	0
	100.0

	
	
	Wrong
	6
	0
	.0

	
	Overall Percentage
	
	
	83.3

	a. Constant is included in the model.

b. The cut value is .500




	Variables in the Equation

	
	B
	S.E.
	Wald
	df
	Sig.
	Exp(B)

	Step 0
	Constant
	-1.609
	.447
	12.951
	1
	.000
	.200


	Variables not in the Equation

	
	Score
	df
	Sig.

	Step 0
	Variables
	Gender(1)
	4.410
	1
	.036

	
	
	Education
	2.080
	2
	.353

	
	
	Education(1)
	.655
	1
	.418

	
	
	Education(2)
	.800
	1
	.371

	
	
	Howlong
	4.582
	2
	.101

	
	
	Howlong(1)
	.900
	1
	.343

	
	
	Howlong(2)
	2.769
	1
	.096

	
	
	Age
	1.847
	4
	.764

	
	
	Age(1)
	.900
	1
	.343

	
	
	Age(2)
	.655
	1
	.418

	
	
	Age(3)
	.026
	1
	.871

	
	
	Age(4)
	.374
	1
	.541

	
	Overall Statistics
	13.422
	9
	.144


Block 1: Forward stepwise

	Omnibus Tests of Model Coefficients

	
	Chi-square
	df
	Sig.

	Step 1
	Step
	4.625
	1
	.032

	
	Block
	4.625
	1
	.032

	
	Model
	4.625
	1
	.032


	Model Summary

	Step
	-2 Log likelihood
	Cox & Snell R Square
	Nagelkerke R Square

	1
	27.815a
	.121
	.203

	a. Estimation terminated at iteration number 6 because parameter estimates changed by less than .001.




	Classification Tablea

	
	Observed
	Predicted

	
	
	ProbCW
	Percentage Correct

	
	
	Correct
	Wrong
	

	Step 1
	ProbCW
	Correct
	30
	0
	100.0

	
	
	Wrong
	6
	0
	.0

	
	Overall Percentage
	
	
	83.3

	a. The cut value is .500




	Variables in the Equation

	
	B
	S.E.
	Wald
	df
	Sig.
	Exp(B)

	Step 1a
	Gender(1)
	-2.156
	1.159
	3.460
	1
	.063
	.116

	
	Constant
	-.788
	.539
	2.137
	1
	.144
	.455

	a. Variable(s) entered on step 1: Gender.




	Model if Term Removed

	Variable
	Model Log Likelihood
	Change in -2 Log Likelihood
	df
	Sig. of the Change

	Step 1
	Gender
	-16.220
	4.625
	1
	.032


	Variables not in the Equation

	
	Score
	df
	Sig.

	Step 1
	Variables
	Education
	1.216
	2
	.544

	
	
	Education(1)
	.251
	1
	.616

	
	
	Education(2)
	.503
	1
	.478

	
	
	Howlong
	3.472
	2
	.176

	
	
	Howlong(1)
	.663
	1
	.415

	
	
	Howlong(2)
	2.241
	1
	.134

	
	
	Age
	7.368
	4
	.118

	
	
	Age(1)
	.663
	1
	.415

	
	
	Age(2)
	1.678
	1
	.195

	
	
	Age(3)
	.150
	1
	.698

	
	
	Age(4)
	1.002
	1
	.317

	
	Overall Statistics
	11.824
	8
	.159


Appendix 2: Analysis Part III

Total factorial ANOVA

	Tests of Between-Subjects Effects

	Dependent Variable:Daysoff

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	821.929a
	24
	34.247
	1.581
	.257

	Intercept
	158.434
	1
	158.434
	7.313
	.027

	C/W
	61.910
	1
	61.910
	2.858
	.129

	Gender
	.265
	1
	.265
	.012
	.915

	Education
	35.030
	2
	17.515
	.808
	.479

	Howlong
	21.400
	2
	10.700
	.494
	.628

	Age
	155.175
	4
	38.794
	1.791
	.224

	Satisfaction
	78.592
	3
	26.197
	1.209
	.496

	Duration
	93.744
	7
	13.392
	.618
	.730

	Sector
	103.183
	4
	25.796
	1.191
	.385

	Error
	173.314
	8
	21.664
	
	

	Total
	1825.250
	33
	
	
	

	Corrected Total
	995.242
	32
	
	
	

	a. R Squared = .826 (Adjusted R Squared = .303)




	Levene's Test of Equality of Error Variancesa

	Dependent Variable:Daysoff

	F
	df1
	df2
	Sig.

	2.453
	31
	1
	.472

	Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

	a. Design: Intercept + C/W + Gender + Education + Howlong + Age + Satisfaction + Duration + Sector




[image: image10.emf]
Model 1

[image: image11.emf]
	Between-Subjects Factors

	
	Value Label
	N

	C/W
	0
	Correct
	30

	
	1
	Wrong
	6


	Levene's Test of Equality of Error Variancesa

	Dependent Variable:Daysoff

	F
	df1
	df2
	Sig.

	4.046
	1
	34
	.052

	Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

	a. Design: Intercept + ProbCW




	Tests of Between-Subjects Effects

	Dependent Variable:Daysoff

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	91.735a
	1
	91.735
	3.088
	.088

	Intercept
	851.513
	1
	851.513
	28.660
	.000

	C/W
	91.735
	1
	91.735
	3.088
	.088

	Error
	1010.175
	34
	29.711
	
	

	Total
	2037.250
	36
	
	
	

	Corrected Total
	1101.910
	35
	
	
	

	a. R Squared = .083 (Adjusted R Squared = .056)




	Parameter Estimates

	Dependent Variable:Daysoff

	Parameter
	B
	Std. Error
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	8.667
	2.225
	3.895
	.000
	4.144
	13.189

	[C/W=0]
	-4.283
	2.438
	-1.757
	.088
	-9.237
	.671

	[C/W=1]
	0a
	.
	.
	.
	.
	.

	a. This parameter is set to zero because it is redundant.




Model 2

[image: image12.emf]
	Between-Subjects Factors

	
	Value Label
	N

	Gender
	0
	Male
	20

	
	1
	Female
	16


	Levene's Test of Equality of Error Variancesa

	Dependent Variable:Daysoff

	F
	df1
	df2
	Sig.

	2.040
	1
	34
	.162

	Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

	a. Design: Intercept + Gender




	Tests of Between-Subjects Effects

	Dependent Variable:Daysoff

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	23.472a
	1
	23.472
	.740
	.396

	Intercept
	956.806
	1
	956.806
	30.165
	.000

	Gender
	23.472
	1
	23.472
	.740
	.396

	Error
	1078.438
	34
	31.719
	
	

	Total
	2037.250
	36
	
	
	

	Corrected Total
	1101.910
	35
	
	
	

	a. R Squared = .021 (Adjusted R Squared = -.007)




Model 3
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	Between-Subjects Factors

	
	Value Label
	N

	C/W
	0
	Correct
	28

	
	1
	Wrong
	5

	Education
	1
	high school
	3

	
	3
	HBO
	15

	
	4
	WO
	15

	Age
	1
	20-30 years
	3

	
	2
	31-40 years
	3

	
	3
	41-50 years
	11

	
	4
	51-60 years
	12

	
	5
	More than 60 years
	4

	Sector
	0
	economie/(bedrijfs)trainingen
	21

	
	1
	zorg/welzijn
	6

	
	2
	bouw/techniek/logistiek
	2

	
	3
	onderwijs/personeel
	2

	
	4
	overig
	2


	Levene's Test of Equality of Error Variancesa

	Dependent Variable:Daysoff

	F
	df1
	df2
	Sig.

	3.499
	20
	12
	.015

	Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

	a. Design: Intercept + C/W + Education + Age + Sector




	Tests of Between-Subjects Effects

	Dependent Variable:Daysoff

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	513.324a
	11
	46.666
	2.033
	.078

	Intercept
	674.402
	1
	674.402
	29.388
	.000

	C/W
	120.337
	1
	120.337
	5.244
	.032

	Education
	91.093
	2
	45.546
	1.985
	.162

	Age
	134.813
	4
	33.703
	1.469
	.247

	Sector
	209.606
	4
	52.401
	2.283
	.094

	Error
	481.919
	21
	22.949
	
	

	Total
	1825.250
	33
	
	
	

	Corrected Total
	995.242
	32
	
	
	

	a. R Squared = .516 (Adjusted R Squared = .262)




	Parameter Estimates

	Dependent Variable:Daysoff

	Parameter
	B
	Std. Error
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	18.306
	5.230
	3.500
	.002
	7.429
	29.183

	[C/W=0]
	-6.010
	2.625
	-2.290
	.032
	-11.469
	-.552

	[C/W=1]
	0a
	.
	.
	.
	.
	.

	[Education=1]
	6.513
	3.278
	1.987
	.060
	-.305
	13.331

	[Education=3]
	.649
	2.123
	.306
	.763
	-3.765
	5.064

	[Education=4]
	0a
	.
	.
	.
	.
	.

	[Age=1]
	3.850
	4.323
	.891
	.383
	-5.140
	12.841

	[Age=2]
	-1.578
	4.718
	-.335
	.741
	-11.390
	8.233

	[Age=3]
	2.894
	2.943
	.983
	.337
	-3.226
	9.015

	[Age=4]
	-1.662
	3.037
	-.547
	.590
	-7.977
	4.654

	[Age=5]
	0a
	.
	.
	.
	.
	.

	[Sector=0]
	-10.335
	4.175
	-2.476
	.022
	-19.018
	-1.653

	[Sector=1]
	-11.725
	4.085
	-2.870
	.009
	-20.221
	-3.229

	[Sector=2]
	-7.714
	5.433
	-1.420
	.170
	-19.013
	3.584

	[Sector=3]
	-7.736
	5.174
	-1.495
	.150
	-18.497
	3.024

	[Sector=4]
	0a
	.
	.
	.
	.
	.

	a. This parameter is set to zero because it is redundant.




Model 4
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	Between-Subjects Factors

	
	Value Label
	N

	Education
	1
	high school
	3

	
	3
	HBO
	15

	
	4
	WO
	15

	Age
	1
	20-30 years
	3

	
	2
	31-40 years
	3

	
	3
	41-50 years
	11

	
	4
	51-60 years
	12

	
	5
	More than 60 years
	4

	Sector
	0
	economie/(bedrijfs)trainingen
	21

	
	1
	zorg/welzijn
	6

	
	2
	bouw/techniek/logistiek
	2

	
	3
	onderwijs/personeel
	2

	
	4
	overig
	2

	Gender
	0
	Male
	19

	
	1
	Female
	14


	Levene's Test of Equality of Error Variancesa

	Dependent Variable:Daysoff

	F
	df1
	df2
	Sig.

	3.065
	21
	11
	.030

	Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

	a. Design: Intercept + Education + Age + Sector + Gender




	Tests of Between-Subjects Effects

	Dependent Variable:Daysoff

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	416.773a
	11
	37.888
	1.375
	.255

	Intercept
	520.682
	1
	520.682
	18.902
	.000

	Education
	105.295
	2
	52.647
	1.911
	.173

	Age
	95.704
	4
	23.926
	.869
	.499

	Sector
	165.913
	4
	41.478
	1.506
	.237

	Gender
	23.786
	1
	23.786
	.864
	.363

	Error
	578.470
	21
	27.546
	
	

	Total
	1825.250
	33
	
	
	

	Corrected Total
	995.242
	32
	
	
	

	a. R Squared = .419 (Adjusted R Squared = .114)




Model 5
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	Between-Subjects Factors

	
	Value Label
	N

	Gender
	0
	Male
	19

	
	1
	Female
	14

	Education
	1
	high school
	3

	
	3
	HBO
	15

	
	4
	WO
	15

	Age
	1
	20-30 years
	3

	
	2
	31-40 years
	3

	
	3
	41-50 years
	11

	
	4
	51-60 years
	12

	
	5
	More than 60 years
	4

	Sector
	0
	economie/(bedrijfs)trainingen
	21

	
	1
	zorg/welzijn
	6

	
	2
	bouw/techniek/logistiek
	2

	
	3
	onderwijs/personeel
	2

	
	4
	overig
	2

	C/W
	0
	Correct
	28

	
	1
	Wrong
	5


	Levene's Test of Equality of Error Variancesa

	Dependent Variable:Daysoff

	F
	df1
	df2
	Sig.

	4.871
	22
	10
	.007

	Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

	a. Design: Intercept + Gender + Educ + Age + Sector + ProbCW




	Tests of Between-Subjects Effects

	Dependent Variable:Daysoff

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	514.678a
	12
	42.890
	1.785
	.122

	Intercept
	612.828
	1
	612.828
	25.505
	.000

	Gender
	1.354
	1
	1.354
	.056
	.815

	Education
	76.569
	2
	38.284
	1.593
	.228

	Age
	99.966
	4
	24.991
	1.040
	.411

	Sector
	204.413
	4
	51.103
	2.127
	.115

	C/W
	97.905
	1
	97.905
	4.075
	.057

	Error
	480.564
	20
	24.028
	
	

	Total
	1825.250
	33
	
	
	

	Corrected Total
	995.242
	32
	
	
	

	a. R Squared = .517 (Adjusted R Squared = .227)




	Parameter Estimates

	Dependent Variable:Daysoff

	Parameter
	B
	Std. Error
	t
	Sig.
	95% Confidence Interval

	
	
	
	
	
	Lower Bound
	Upper Bound

	Intercept
	18.239
	5.359
	3.403
	.003
	7.060
	29.418

	[Gender=0]
	-.781
	3.291
	-.237
	.815
	-7.646
	6.083

	[Gender=1]
	0a
	.
	.
	.
	.
	.

	[Education=1]
	6.266
	3.512
	1.784
	.090
	-1.061
	13.592

	[Education=3]
	.753
	2.216
	.340
	.737
	-3.869
	5.376

	[Education=4]
	0a
	.
	.
	.
	.
	.

	[Age=1]
	3.695
	4.472
	.826
	.418
	-5.633
	13.023

	[Age=2]
	-1.892
	5.005
	-.378
	.709
	-12.332
	8.548

	[Age=3]
	2.461
	3.521
	.699
	.493
	-4.883
	9.806

	[Age=4]
	-1.788
	3.152
	-.567
	.577
	-8.363
	4.788

	[Age=5]
	0a
	.
	.
	.
	.
	.

	[Sector=0]
	-9.689
	5.066
	-1.913
	.070
	-20.256
	.878

	[Sector=1]
	-11.610
	4.208
	-2.759
	.012
	-20.388
	-2.832

	[Sector=2]
	-7.012
	6.297
	-1.114
	.279
	-20.148
	6.124

	[Sector=3]
	-6.895
	6.371
	-1.082
	.292
	-20.184
	6.394

	[Sector=4]
	0a
	.
	.
	.
	.
	.

	[C/W=0]
	-5.776
	2.861
	-2.019
	.057
	-11.745
	.193

	[C/W=1]
	0a
	.
	.
	.
	.
	.

	a. This parameter is set to zero because it is redundant.




Appendix 3: Questionnaire

Questionnaire
Inhoudsopgave

Beginpagina.................................................................................................................................................................1

Vragenlijst....................................................................................................................................................................2

Afsluitende pagina......................................................................................................................................................11

Variabelen..................................................................................................................................................................12

Beginpagina

Onderzoek naar de invloeden op het succes van ZZP'ers.

Beste ZZP'er,

mijn naam is Sophie Roelse, voor mijn studie economie aan de Erasmus universiteit ben ik bezig met m'n scriptie.

Hiervoor doe ik onderzoek naar de invloeden op het succes van ZZP?ers in Nederland.

Ik zou u erg dankbaar zijn als u mij zou willen helpen door de volgende enquête in te vullen.

Uw anonimiteit wordt volledig gegarandeerd! De resultaten zullen statistisch verwerkt worden. Het zijn 9 korte vragen, het neemt maximaal 5 minuten van uw tijd in beslag.

Kruis alstublieft het vakje voor het antwoord aan dat op U van toepassing is. Als U liever geen antwoord geeft op een bepaalde vraag kunt U het vakje aankruisen voor het

antwoord ?anoniem?. Als het een open vraag betreft, vult U dan alstublieft het antwoord in, in het daarvoor bedoelde vak.

Alvast bedankt voor uw tijd!

Vragenlijst

1. Geslacht

Man

Vrouw

Anoniem

2. Hoogst afgeronde opleiding

Basisschool

VMBO

Havo

VWO

MBO

HBO

WO

Anoniem

3. Hoeveel dagen per maand, gerekend met een vijf daagse werkweek, heeft u geen werk?

Neem hierbij het gemiddelde van de laatste 4 maanden. Werk wordt hier gedefinieerd als daadwerkelijk bezig zijn met een opdracht, dus aquisitie telt niet.

4. Hoe lang duurt een opdracht gemiddeld?

Een paar uur

1 werkdag

2−3 werkdagen

1 werkweek

2−3 werkweken

1 maand

Meer dan een maand

Anoniem

5. In hoeverre bent u tevreden over uw hoeveelheid opdrachten per maand?

Niet

Matig

Goed

Zeer goed

Anoniem

6. Leeftijd

Jonger dan 20

20−30

31−40

41−50

51−60

Ouder dan 60

Anoniem

7. Stel dat u een spelletje kop of munt speelt met een eerlijke munt. Na twaalf keer gooien heeft u de volgende reeks verkregen:

munt ? munt ? munt ? kop ? munt ? kop ? munt ? munt ? kop ? kop ? kop ? kop .

Wat is de kans, in procenten, dat het bij de volgende keer gooien ?kop? is?

8. Hoe lang bent u al ZZP'er?

Minder dan een half jaar

Minder dan 1 jaar

Minder dan 3 jaar

Minder dan 5 jaar

Meer dan 5 jaar

Anoniem

9. In welke sector kan uw werk geplaatst worden?

Administratief / Accountancy

(Bedrijfs)trainingen

Beveiliging

Bouw

Callcenter / Contactcenter

Chauffeurs

Commercieel / Verkoop

Financieel

Horeca / Catering

ICT

Industrieel / Productie

Juridisch

Logistiek

Management / Leidinggevend

Marketing & Communicatie

Medisch

Onderwijs

Personeel & Organisatie

Schoonmaak

Secretarieel

Techniek

Uiterlijke verzorging

Zorg / Verpleging

Overig

Anoniem

Afsluitende pagina

Zonder U was dit onderzoek niet gelukt! Ik wil U hierbij nogmaals hartelijk bedanken voor de medewerking!

De resultaten zullen binnen 2 maanden aan U bekend gemaakt worden.

Appendix 4: Dataset
	Gender
	Educ
	Duration
	Satisfaction
	Age
	Howlong1

	1
	1
	0
	3
	1
	0

	1
	2
	2
	3
	3
	4

	0
	5
	1
	2
	3
	3

	1
	5
	6
	3
	2
	3

	1
	6
	5
	4
	3
	4

	0
	6
	6
	2
	4
	3

	0
	3
	2
	1
	4
	4

	1
	6
	6
	3
	2
	4

	0
	5
	4
	2
	4
	4

	1
	5
	6
	4
	2
	4

	1
	5
	6
	2
	4
	4

	0
	5
	4
	2
	4
	4

	1
	5
	2
	2
	3
	4

	0
	5
	6
	3
	1
	0

	1
	5
	1
	3
	4
	2

	1
	5
	6
	2
	4
	4

	0
	6
	5
	3
	5
	4

	1
	6
	6
	4
	3
	4

	1
	3
	2
	2
	4
	4

	1
	5
	7
	3
	4
	4

	0
	5
	6
	4
	3
	4

	1
	6
	3
	4
	3
	4

	0
	6
	2
	4
	4
	2

	0
	6
	6
	2
	5
	1

	1
	5
	1
	1
	3
	4

	0
	5
	2
	1
	1
	3

	0
	6
	3
	3
	4
	4

	0
	6
	4
	2
	4
	1

	0
	6
	6
	1
	3
	3

	0
	6
	4
	4
	4
	4

	0
	6
	1
	1
	5
	4

	0
	6
	6
	4
	4
	4

	1
	6
	6
	3
	3
	3

	0
	5
	0
	2
	1
	2

	0
	5
	2
	1
	5
	2


	Daysoff
	ProbC/W
	C/W
	Sector
	Education
	Howlong

	0
	50
	0
	888
	3
	0

	27
	0
	1
	0
	1
	2

	10
	50
	0
	3
	3
	1

	0
	50
	0
	1
	3
	1

	1
	50
	0
	0
	4
	2

	2
	50
	0
	2
	4
	1

	1
	50
	0
	0
	1
	2

	10
	50
	0
	4
	4
	2

	14
	50
	0
	888
	3
	2

	0
	50
	0
	1
	3
	2

	4
	60
	1
	1
	3
	2

	5
	50
	0
	0
	3
	2

	4
	50
	0
	1
	3
	2

	0
	50
	0
	0
	3
	0

	12
	50
	0
	4
	3
	1

	10
	70
	1
	1
	3
	2

	6
	50
	0
	0
	4
	2

	8
	50
	0
	0
	4
	2

	3
	50
	0
	0
	1
	2

	4
	888
	1
	888
	3
	2

	0
	50
	0
	0
	3
	2

	0
	50
	0
	1
	4
	2

	1
	50
	0
	3
	4
	1

	0.5
	50
	0
	0
	4
	0

	3
	888
	1
	0
	3
	2

	10
	50
	0
	2
	3
	1

	2
	50
	0
	0
	4
	2

	3
	50
	0
	0
	4
	0

	4
	50
	0
	0
	4
	1

	1
	50
	0
	0
	4
	2

	4
	25
	1
	0
	4
	2

	0
	50
	0
	0
	4
	2

	10
	50
	0
	0
	4
	1

	12
	50
	0
	0
	3
	1

	4
	50
	0
	0
	3
	1
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