
Abstract

Experts can often gather and report information over time. If experts have career concerns the sequential nature of this process may result in suboptimal information collection. If only a final report is produced the expert only gathers the most accurate information. Requiring an intermediate report need not lead to more information collection and may even lead the expert to only obtain the least accurate piece of information. Thus while an intermediate report may lead to more information being collected, the reputational concerns of the agent may also ensure that the opposite occurs. 
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1. Introduction

Experts are everywhere. They sit in on television programmes, serve as expert witnesses in trials and advice organizations on a host of choices. Experts (supposedly) provide the information needed to understand the world around us, allowing us to make better decisions. Indeed society seems to become more and more dependent on experts. However, in many situations experts disagree, and often experts turn out to have been wrong
. Experts are not the omniscient beings on their subject of expertise they are sometimes made out to be, and additionally may not always share their information truthfully.

In this paper we study the incentives of experts to reveal their information truthfully and how this influences their incentives to gather information. We provide a possible link between incentives for dishonest information transmission and the lack of expertise of experts due to inefficient investments in information collection. This link comes about by observing that even though in most of the economics literature the process of gathering information and forming opinions is modeled as a singular occurrence, in most realistic situations information is gathered and communicated over time. This allows a more informative picture to emerge as the process of information gathering progresses, making it possible that the expert changes his opinion. An expert may not want to reveal this to be the case if he cares about his reputation as an able expert. This is because a more able expert is less likely to have to revise his first impression. Previous research has focused on this effect of transparency on the opinion an expert publicly holds. But, if one does not wish to change one’s recommendation there is no use for investing in new information. 

We investigate the effects of transparency, forcing an expert to voice an opinion early or late in the process of gathering information, when the expert is gathering information over time. In the no transparency case, in which only a final report is demanded, an expert will gather information in a single period only. The period in which information is gathered is the period in which the gathered information is most accurate. Information is gathered in a single period only because the principal is unable to see how the report came about and thus only evaluates the agent based on whether the report turns out to be right or wrong. 

However it may be valuable for the principal to have a better sense of the accuracy of the report, or to receive an early warning of the most probable outcome. Then, demanding an intermediate report may improve decision-making. For instance in politics it may be useful to begin groundwork in a certain direction before new legislation or programs are implemented. In police work the prosecution’s office may appreciate being able to prepare a case to speed up the judicial process. Investors may want to know more about the risk involved in a certain investment, of which a sequence of reports may be an indication.

By increasing transparency the public is better able to discern how a report came about. If the agent does not produce uninformative reports this allows for a better evaluation of the agent’s ability, which may provide the agent an incentive to gather information in both periods. However demanding an intermediate report may also lead the agent to report strategically in order to improve his reputation. Because of these strategic concerns the agent may not wish to gather information in both periods, in which case the report may at best be based on the most accurate signal, but may also be based on a less accurate signal. Intermediate reporting may result in a number of effects. First, the information collection pattern of the final report case may be replicated. Second, the timing of information collection may change. This may occur if the agent receives relatively high quality information in the first period. In that case the expert takes a relatively safe gamble that his initial opinion is correct. The quality of the advice of the expert in this scenario is lower than that under the no transparency case. Additionally the public learns less about the ability of the expert. Third, the expert may be induced to gather information in both periods. This can occur if the cost of gathering information is low and the accuracy of information collected initially not too high. In this scenario the public receives both more information in terms of what the expert’s opinion is based on, and is better able to assess the expert’s ability. 

The rest of this paper is organized as follows. The related literature is discussed in section 2. The model is presented in section 3. The final report, no transparency scenario is analyzed in section 4. The effects of transparency in the form of intermediate reports are treated section 5. Finally, section 6 concludes with a discussion of the results and the key assumptions.

2. Related Literature

This paper is closely related to several strands of literature. It is especially indebted to the literature on reputational concerns. In reputational concerns models agents care about their perceived ability. We focus on the incentives for dishonest information revelation and the effects on effort choice in a sequential reputational concerns model.

In a seminal contribution, Holmström (1999) shows that reputational concerns influence the productive effort and choices on the job. This is because agents can exert effort in an attempt to influence their reputation, which increases their future wage. However, over time more information regarding the agent’s ability becomes available. This causes effort exertion to become less effective in changing the perception of ability. Thus Holmström (1999) shows that greater transparency has two effects. First, greater transparency increases the principal’s ability to distinguish between agent types. Second, greater transparency reduces the incentive of agents to exert effort. 

The effect of transparency on the incentives of agents is also investigated in Prat (2005). In Prat (2005) the principal can either only observe the consequences of the agent’s action or also the action of the agent. Additionally, ability is state-dependent, in that an able agent is better at discerning one of the possible states, but not the other. This implies that one action reflects better on the agent’s ability than the other, such that if the agent’s action is observable the agent may choose that action regardless of his private information, resulting in a pooling equilibrium. In that case greater transparency is detrimental for the principal, because it leads to incongruence between the principal and agent and makes it impossible to distinguish between agent types.

In addition to investigating the effort choices of agents the reputational concerns literature has focused on mechanisms that may cause agents to ignore their private information, resulting in a loss of information for society. The seminal paper in this area is Scharfstein and Stein (1990), who explore herding behavior. In general an incentive to mimic others exists because agreement implies the possession of similar information, which is more likely if both are highly able. We focus on a situation with a single expert in which no herding may occur. However given the sequential nature of our model agents may have an incentive to appear self-consistent by reiterating earlier opinions, thereby ignoring new information. 

Prendergast and Stole (1996) use a sequential reputational concerns model to demonstrate self-consistency in investment choice. Managers are shown to exaggerate their confidence in their signals at first, but to be unwilling to change their choices later on in the game. This is because as time progresses, a change in investment choice changes from signalling confidence in signal accuracy to signaling wrong initial signals. 

A similar mechanism is used in Dur (2001) to show why policymakers are reluctant to cancel ineffective policies. A change in policy is a sign that a mistake has been made, which reflects negatively on the policymaker.

A closely related paper to the current work in the literature on committee decision making is Steffens and Visser (2010). Steffens and Visser (2010) show that if career concerns are present demanding an intermediate report leads to the distortion of the final report in the form of self consistent reporting. This implies a tradeoff between the quality of decision making now and in the future. Intermediate reporting allows for better updating of the beliefs regarding the ability of the members of the committee, leading to better future decisions. But it comes at the cost of distorted decision making in the present as the committee distorts its second, more informative report.

The current research is most closely related to Li (2007). Li (2007) investigates incentives for self-consistency in a sequential model with signals of increasing quality. In this setting, mind changes may signal high ability, but only if the accuracy of the signal received by highly able agents increases faster than that of mediocre agents. Thus what matters is not that the highly able agent receives an absolutely more informative signal in both periods, but that his signal has a relatively strong improvement in accuracy. If this is the case the highly able agent has an incentive to report his second signal truthfully, because not doing so is more likely to result in a (consistently) wrong advice. The mediocre agent may take the gamble of being right from the start by reiterating his initial report (as opposed to changing their report and being right with slightly higher probability) because the payoff to reputation is assumed to be convex. Li (2007) further shows that demanding sequential reports is beneficial for the principal if this induces the able agent to honestly report both signals. Otherwise a final report is optimal since this induces both types of agent to reveal their more accurate second signal truthfully.

In contrast to previous work on the reputational concerns of experts in a sequential setting (eg. Prendergast and Stole, 1996; Li, 2007; Steffens and Visser, 2010) we do not assume that the agent receives a costless signal in all periods. Rather, we investigate a scenario in which the agent can in order to receive a signal incur a cost in either period. Thus the choice of exerting effort and receiving a signal is made endogenous. In doing this we aim to investigate how effort choice is affected in this setting.

3. The Model

We consider a situation in which an expert, the agent (A) issues one or multiple reports on the prospects of a project to his public, the principal (P). The project can have either good or bad consequences, depending on the state of the world, ω, ω  {g, b}. Both states are equally likely ex ante: Pr(ω = g) = Pr(ω = b) = ½. We assume that the principal follows the advice of the agent, implementing the project when the agent advises to do so, otherwise not. 

The agent’s advice and his expertise are based on his ability to determine the state of the world ω more accurately than the principal can. Each period t  {1, 2} the agent receives a private signal, st, regarding the state of the world ω. These are natural signals, coinciding with the state of the world, st  {g, b}. The accuracy of st depends upon the agent’s ability and on his effort exertion. Each period the agent can choose to either exert effort e at cost c, or to not exert effort, et  {1, 0}. If the agent does not exert effort, et = 0, the signal he receives is uninformative, Pr (st = ω | et = 0) = ½. If the agent exerts effort, et = 1 the accuracy of the signal he receives depends upon his ability, α. The agent is highly able (H) or 'smart' with probability π, and of low ability (L) or 'dumb' with probability 1 – π, α  {H, L}. We assume that both the principal and the agent are only aware of the overall probability of facing a highly able agent, π, that is there is symmetric information regarding α. Denote the accuracy of the signals ht = Pr (st = ω | H, et =1) for a highly able agent, and lt = Pr (st = ω | L, et =1) for a low ability agent. For simplicity let l1 = l2 = ½, that is, the signals a low ability agent receives are uninformative regarding ω. We assume that, given effort exertion, a highly able agent receives more informative signals than a low ability agent: lt < ht. Furthermore, given effort exertion, the second period signal is more informative than the first for a highly able agent: h1 < h2. 

After each period the principal may demand a report, rt, containing the agent’s opinion on ω, rt  {g, b}. We assume that the agent utilizes natural communication in his report, giving a good report if he believes the state of the world to be good and vice versa.
 The principal can thus choose to demand a final and an intermediate report, r1 and r2 or only a final report r2. Since we want to study the dynamics of sequential information gathering and reporting we ignore the situation in which the principal demands only r1.

We assume that the state is not verifiable such that the agent cannot be reimbursed conditionally on his report being correct or wrong. Thus the agent receives a fixed wage, w, to provide his advice.
 The agent can subsequently earn income depending on his expected ability at the end of the game W(
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 = Pr (α = H | r1, r1, ω). As an approximation we let W(
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. The agent’s utility function is given by w + 
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 – C(e), such that the agent maximizes the public’s assessment of his ability, 
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, while minimizing the costs of gathering information. 

To summarize, the information structure and timing of the game is as follows. The distribution of ability π is public information, but the ability of the agent is only known by the agent at most. The signals received by the agent, s1 and s2, are private information. The accuracy of the signals however is public information. Finally, effort choice is private information of the agent. The timing of the game is:

1. Nature determines π, α, l1, l2, h1, and h2.

2. The principal decides whether or not to demand r1.

3. The agent chooses e1.

4. A receives s1, and sends r1 if asked to.

5. The agent chooses e2. 

6. A receives s2, and sends r2. 

7. The state of the world, ω, becomes known, 
[image: image7.wmf]p
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 is determined and payoffs are realized. 

The concept of Perfect Bayesian Equilibrium is used in the analysis.

4. Final Report

In this section we analyze the case in which the principal only demands a final report. We show that in this case the agent will only exert effort in the period which yields the most accurate signal, and reports this signal truthfully.

Suppose that the principal only demands r2 as a final report. The question that we pose is whether the agent will exert effort in equilibrium, and when. Note that if only a final report is required 
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 depends solely on the accuracy of the final report, not on the particular sequence of reports.
 At first, suppose that the agent exerts effort in both periods and truthfully reports the state he deems most likely. Having received two signals the agent updates π, the probability that he is highly able and uses those to formulate his beliefs about the state: 
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Pr (ω ≠ s2 | s1 = s2) =  
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Pr (ω = s2 | s1 ≠ s2) =  
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Pr (ω ≠ s2 | s1 ≠ s2) =  
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These probabilities are denoted consistently right (CR), consistently wrong (CW), right (R) and wrong (W), where R (W) refers to s2 being correct (wrong). We can order these as follows: CR > R > W > CW. This is because receiving two signals that point to the same state is a sign of high ability, while receiving conflicting signals points to low ability. Thus the agent who received conflicting signals puts less trust in his more informative second signal. Note that s2 is pivotal if signals conflict, as h2 > h1 .

Because the agent’s final report depends solely on s2 if effort is exerted in both periods, the agent’s final reputation does not depend on h1, the accuracy of s1. Since a highly able agent is more often right than a low ability agent, being right reflects positively on the agent’s reputation. The principal's updated beliefs regarding the agent’s ability, 
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 (r2, ω; e1 = e2 = 1), are given by: 
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 (r2 = ω; e1 = e2 = 1) = 
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 (r2 ≠ ω; e1 = e2 = 1) = 
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We can easily see that it will never be incentive compatible for the agent to exert effort in both periods if only a final report is demanded. The agent is only being evaluated on the basis of being right, in which s2 is pivotal because h1 < h2. Given that effort exertion comes at a cost, the agent is better off not exerting effort in both periods. Since the accuracy of s2 exceeds the accuracy of s1 and both signals are equally costly, the agent will be most tempted to exert effort in the second period. 

We now check whether it is incentive compatible to exert effort in the second period and report the best estimate of the state honestly. Exerting effort in the second period only yields an estimate of ω that has a  ½ + π(h2 – ½) chance of being correct. The reputations after the final report are 
[image: image21.wmf]p

ˆ

R,f and 
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W,f, since the final report still depends solely on s2. It can be easily shown that the incentive constraint for truthful revelation is never violated: 
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or
2h2  ≥ 1

If the agent deviates to never exerting effort his signals are uninformative regarding ω, such that no matter what he chooses to report, r2 is essentially a guess.
 Exerting effort in the second period is preferred to exerting no effort at all if: 
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(IC 1) 

A similar condition must hold if the agent only exerts effort in the first period, replacing h2 with h1. It is immediately apparent that exerting effort in the second period only is indeed preferred to exerting effort in the first period only, such that there are only two possible equilibria. If IC 1 holds the agent exerts effort in the second period and truthfully reports s2. The principal’s beliefs regarding ability are given by 
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R,f (
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W,f) if the agent’s report turns out to be correct (wrong). If IC 1 does not hold however, the agent never exerts effort, receives two uninformative signals and essentially randomly chooses what to report. Given this, the principal cannot infer anything about either the state of the world, ω, nor the ability of the agent such that 
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 = π. Of course there always is a third possible equilibrium, the babbling equilibrium that looks much like that in which IC 1 does not hold. If the principal believes the agent issues random statements (eg. does not exert effort), 
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 = π which the agent cannot influence. Thus the agent does not exert effort and the principal’s beliefs are satisfied. In a babbling equilibrium, even if IC 1 holds the agent does not exert effort. We ignore this babbling equilibrium and assume that IC 1 holds such that the agent exerts effort in the second period. 

5. Intermediate Report

We now consider the case in which the principal demands an intermediate report in addition to the final report. In this scenario, the first report may reveal something about the signal the agent received in the first period. This implies that the agent’s reputation not only depends upon his final report, but also on the particular sequence of reports he sends the principal. Thus it is less obvious when the agent will exert effort and what his reporting strategy will be.  

We first discuss two semi-babbling equilibria, one of which mimics the outcome of the final report scenario. We then start the more general analysis by checking the reporting strategy of the agent in this scenario, which is similar to the symmetric information case of Li (2007). Then we analyze the agent’s incentives for effort exertion in each period. Finally we report the resulting equilibria.

5.1 Semi-babbling equilibria

Note that besides the babbling equilibrium that always exists (and which we ignore) there are two other possible equilibria that share some features of the babbling equilibrium. One of these results in the exact same outcome as the equilibrium in the final reports case if IC 1 holds. 

Suppose that, as is the case in the final report equilibrium, the principal believes that the agent only gathers information (exerts effort) in the second period. Then the principal assumes that the intermediate report is a random message and does not take it into account in updating π. Since r1 does not influence 
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, a similar argument as in the final case scenario holds. The agent does not benefit from exerting effort in the first period and hence abstains from gathering information. By assumption, c is low enough for the agent to exert effort in the second period in this case, and thus in equilibrium the principal’s beliefs are correct. This is one of two semi-babbling equilibria in which the principal beliefs that the agent exerts effort in one of the two periods. An analogous argument can be made for the belief that the agent only exerts effort in the first period. Of course, if the principal believes the agent never gathers information in one of the periods, it makes no sense for him to demand a report in that period. In the following analysis we focus on the non semi-babbling equilibria. 

5.2 Reporting strategy 

5.2.1 The agent exerts effort in both periods

As a first possible equilibrium, suppose that the agent exerts effort (gathers information) in both the first and the second period and reports both signals truthfully. Consider the beliefs of the principal after having received the reports and having observed the true state of the world. The principal's updated beliefs 
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( r1, r2, ω; e1 = e2 = 1), given that the agent honestly reveals his signals, are as follows:
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( r1 ≠ r2 = ω; e1 = e2 = 1) = 
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We can again order these: 
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CW. This implies that  while giving a correct final report is an indication of high ability, being consistently right is better. Thus the agent may have an incentive to be consistent in his reports.

Consider the choice facing the agent after having received the first signal. If he has exerted effort, s1 is informative, such that signals are more likely to coincide than to conflict:


Pr (s1 = s2 ) = ½ + 2π(h1 – ½)(h2 – ½) > ½ – 2π(h1 – ½)(h2 – ½) = Pr (s1 ≠ s2 ) 

In the first period the agent cannot influence the particular sequence of reports that he ends up producing, except by making the odds of being consistently right, which yields the highest reputation, as large as possible. Thus the best the agent can do is to honestly report r1 = s1.

In contrast, in the second period the agent can influence the total sequence of reports that he produces. Regardless of his second period signal, he can always choose to either mimic or contradict his initial report. Ignoring the second period signal comes at the risk of providing a wrong final report however. Since s2 is pivotal in forming the agent's beliefs this is not a negligible issue. In order for truthful revelation of signals to be incentive compatible for the agent, the following incentive constraints must hold:

if s1 = s2 
CR
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if s1 ≠ s2
R
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( IC 3 )

It can be easily shown that IC 2 can be rewritten to h1 ≥ ½ and thus always holds. That is, the agent is always willing to truthfully reveal his second period signal if his signals do not conflict. Two coinciding signals give a non ambiguous indication of the state (as the single informative signal does in the final report case) while additionally increasing the likelihood that the agent is smart.

We therefore focus on IC 3, the incentive constraint when the agent receives conflicting signals. Substituting in all expressions this constraint can be rewritten to:


[image: image75.wmf]p

p

-

+

2

1

1

4

1

h

h

h

 ≤ 
[image: image76.wmf]2

1

2

1

1

4

4

4

3

1

1

h

h

h

h

h

p

p

p

p

+

-

-

+

-




( IC 3 )

The agent can either follow s2, or he can ignore it and mimic r1. By taking the second option, the agent is essentially taking the gamble that s2 is incorrect. This is most likely if the agent has low ability, which is more likely the lower π. A lower π  also increases the importance of the particular sequence of received signals in updating the expectation of ability 
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(s1, s2). Recall that receiving conflicting signals is evidence for low ability. Furthermore, even the smart agent’s signal is not perfect, such that there always is a chance that s2 does not reflect the true state. The lower h2 the less likely it is that incentive constraint holds. 

Taking the gamble that s1 turns out to be correct is also less risky the more accurate the first signal is (the higher h1). After all, if one happens to be of high ability (despite evidence to the contrary in mixed signals), the first report is more likely correct. Consider the case in which h1 = ½. Then, since s1 is never informative, consistency will not lead to a higher reputation, and the agent is best off reporting his second period signal truthfully, as in the final report scenario. If h1 = 1 and thus h2 = 1, the highly able agent always receives two identical signals, and thus always gives two identical reports. Having received conflicting signals the agent therefore knows α = L, and that his signals are uninformative. What matters for 
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 is that r1, and thus r2  are correct (and thus equal), such that the agent must ignore s2 if he is to have a chance to attain a reputation for high ability. To check whether there is a value 
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 < 1 above which truthful reporting cannot be an equilibrium if the agent exerts effort in both periods, we differentiate both sides of IC 3 with respect to h1 and check the signs:
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Thus the left hand side of IC 3 is increasing in h1 while the right hand side is decreasing in h1. This implies that for each set of π and h2 there is a 
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  (½,1] above which the agent will always choose to mimic r1. As long as h1 ≤ 
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 IC 3 holds and the agent will truthfully reveal both signals if he exerted effort in both periods, regardless of whether his signals were equal or not. As discussed in the final reports case, it only makes sense for the agent to invest in gathering information if the information is actually used. This implies that the case in which h1 ≤ 
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 also represents the only possible scenario in which the agent may choose to exert effort in both periods.

Suppose instead that  h1 > 
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 such that IC 3 does not hold. Since the public always receives two identical reports, the agent's reputation can only be based on whether the report is correct or not. As the report of the agent depends only on s1, the agent’s reputation 
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 depends on  h1:
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These are very similar to the beliefs of the principal in the final report scenario, except that the difference between 
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  is smaller. This is because h1 < h2, such that it is harder to differentiate between a high ability and low ability agent based on the correctness of the s1.

Because h1 > 
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 the agent always repeats r1 so that conflicting reports do not occur. The beliefs of the principal in case of conflicting reports are off equilibrium and cannot be calculated using Bayes’ rule. For the mimicking of r1 to be a reporting equilibrium the off equilibrium beliefs of the principal must be such that the agent does not wish to send conflicting reports instead. Note that an agent who received two different signals is most likely to want to issue two different reports. We therefore assume that the beliefs of the principal in case of two conflicting reports are again given by 
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W. Given these out-of-equilibrium beliefs the agent will not be tempted to send conflicting reports.

To summarize we have two reporting equilibria if the agent chooses to exert effort in both periods. The agent truthfully reports rt = st if h1 ≤ 
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 (IC 3 holds). The principal's beliefs are given by 
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W in case of consistently right, or consistently wrong reports and a correct or wrong final report respectively. If however, h1 > 
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 the agent honestly reports r1 = s1 and r2 = s2 if s1 = s2, but reports r2 = r1 if s1 ≠ s2. The agent's reputation after a correct (incorrect) series of reports is given by 
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5.2.2 Effort exertion in a single period

There are however, other possible reporting equilibria. As noted above, there are those in which the principal believes that a given report is always bogus such that the agent can report whatever he wishes (despite having an informative signal). Obviously, similar reporting equilibria exist if the agent does not exert effort in both periods but in one only (and a babbling one if the agent never exerts effort at all). These are all very similar to the final report case, except with an additional uninformative report. The question that remains is whether and when the agent will exert effort.

5.3 Effort in the second period

We now consider the agent's effort choice in the second period. By exerting effort, the agent may receive an informative conflicting signal, which may prevent him from providing a wrong final report. Of course, whether the agent has need of a such an additional informative signal depends upon a number of factors. The alternative of using only an informative signal from the first period may simply be too good given the cost of an additional signal. Additionally, in some cases the agent willfully ignores his second more informative signal. 

If the agent willfully ignores s2 the effort choice of the agent in the second period is obvious. Since the agent will ignore the signal he receives regardless of whether it is informative or not, and the informative signal comes at a cost, the agent is better off not paying for an informative signal. Thus if h1 > 
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 such that IC 3 does not hold, the agent will not exert effort in the second period. This implies that by demanding an intermediate report, the principal may be inducing the agent to exert effort in the first, instead of the second period, such that the principal's final decision will be based on weaker evidence. Thus an attempt to receive more information by demanding an intermediate report may backfire and actually yield less information. Since there is no guarantee that an intermediate report will yield as least as accurate information as a final report the principal must take care when to demand an intermediate report.

Whether the agent gathers information remains questionable if IC 3 holds. That is the fact that the agent will not ignore an informative second period signal is no guarantee that the agent exerts effort to get such an informative signal. The agent may do as well or better by simply following s1, and saving the cost of gathering information. In this sense, the incentive constraint for the agent to exert effort in the second period is somewhat like that for the agent to honestly report s2. Instead of gathering information and following s2, the agent may simply abstain from effort, ignore s2 and repeat r1. Note that by gathering information and reporting his signals honestly the agent fulfills the beliefs of the principal. Hence in that case the agent’s ex ante expectation of his reputation after the game is simply π. The incentive to repeat r1 if the agent exerts no effort comes from the assumed beliefs of the principal that s2 is based on a possibly informative signal. Without second period effort, the agent’s only information regarding the state is s1. Thus in that case the agent is best off repeating r1 as it is more likely that r1 is correct than not, such that a consistent report gives a higher expected reputation compared to a conflicting report. This leads to the following condition on c for the agent to exert effort in the second period:
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(IC 4)

Not unexpectedly, IC 4 is stricter than IC 1. That is, the agent is less likely to exert effort in the second period if he has already exerted effort in the first period and reported the result. The intuition behind this is relatively simple. Given that the agent has exerted effort in the first period, he already has an informative signal regarding ω. If he exerts effort again, he receives another informative signal. But because both signals are informative, the agent is more likely to receive an identical signal than he is to receive a conflicting one. Thus most of the time the agent's opinion will not be swayed by the new signal. By not exerting effort in the second period, the agent is (again) taking the gamble that s1 is correct. The greater h1 the more likely this is true. If h2 is relatively low, s2 is only a weak improvement on s1. This implies that evidence to the contrary of s1 is less convincing because it is more likely to be wrong. Hence, higher levels of h1 and lower levels h2 of make that IC 4 is more restrictive.

The relationship between π and c in IC 4 is less straightforward. As π rises, the agent is more likely to be highly able. Since only a highly able agent may receive an informative signal, this increases the odds that the agent's effort results in a proper correction of his report. However the chance that s2 will be identical to s1 increases faster still. Additionally, a rise in π cushions being wrong (whether in the end or consistently) as 
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 from being right (at all) is rising in a decreasing manner with π, whereas 
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 from being wrong is increasing in an increasing manner with π. Together this results in the following relationship between π and c: at first, as π rises, IC 4 is more likely to hold. That is at first the agent's willingness to pay for an informative second signal increases with  π. However if π becomes very high, this willingness to pay reaches a maximum and thereafter a rise in π makes it less likely that the IC holds.

Intuitively, if IC 4 holds, IC 3 should also hold. If IC 3 holds the agent is willing to truthfully report his signals if he exerted effort. When the agent is choosing to exert effort he must take into account that there is a possibility that he receives an identical signal, such that although he would be willing to reveal a different signal, there is no need. We can rewrite the incentive constraints to:
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(IC 4)

It is immediately apparent that the left hand side (LHS) of IC 3 is greater than that of IC 4. Thus if IC 4 holds IC 3 must also hold. That is, if the agent is willing to exert effort in the second period, he is also willing to report his signal honestly.

As noted above, if the agent does not exert effort in the second period (IC 4 does not hold), the principal always receives identical reports. The agent’s reputation 
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 must in equilibrium depend on whether the agent's reports were correct and h1, the accuracy of the only signal the reports depend upon. In this scenario, if the agent were to inadvertently exert effort and report r1 ≠ r2 the principal's beliefs are off equilibrium. As noted in the section on reporting above, the agent most likely to want to deviate from issuing identical reports is one who exerted effort and received a conflicting signal in the second period. Hence we assume that the principal’s off equilibrium beliefs are given by 
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W. This ensures that if IC 4 does not hold the agent will not exert effort in the second period, if he exerted effort in the first period.

The above analysis of the agent’s effort choice in the second period assumed that effort was exerted in the first period. If however the agent does not gather information in the first period in equilibrium, the agent’s incentive constraint for effort exertion in the second period is simply IC 1 from the final report case.

5.4 Effort choice in the first period

We now consider the effort choice of the agent in the first period. When deciding whether to exert effort or not in the first period the agent must take into account the impact on his subsequent decisions. We have seen so far that if the agent exerted effort in the first period the agent either (i) exerts effort in the second period as well and truthfully reports the second, more informative signal, or (ii) does not invest in better information in the second period and simply reiterates his first report. As discussed earlier, in both cases the agent will honestly report his first period signal. Note that if the agent does not exert effort in the last period his incentive constraint for effort exertion is that for first period effort exertion in the final report case. In that case, if this constraint holds the agent exerts effort in the first but not the second period. As noted above, both the timing of information collection and the learning about the agent's ability is compromised in this case. As the final report is a copy of the intermediate report, the principal might as well only demand the intermediate report. There may of course still be some benefit to an early report of the most probable state.

We now look at the scenario in which the agent will exert effort in the second period if he did so in the first period (that is, when IC 4 holds). The principal presumably demands an intermediate report in order to get an advanced warning on the most probable state, but without a loss in the quality of the final report. This intermediate report also allows a better evaluation of the agent's ability. Suppose that the principal believes that the agent exerts effort in both periods, and that IC 4 holds. Since IC 4 and IC 1 hold the agent is committed to exerting effort in the second period regardless of his first period effort choice. By gathering information in the first period, the agent improves the odds that his first report is correct, which is beneficial for his final reputation. The agent exerts effort in both periods if the following condition holds:

π – 2c ≥  ½Pr(s2 = ω)(
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(IC 5)

Again, this is a stricter constraint on c, the costs of gathering information in a period than that in the final reports case. A rise in the accuracy of the first signal improves the agent’s chances of achieving a high reputation compared to a simple guess. This is valued more than the increase in probability that the effort exerted in the second period yields no new information. Thus, if h1 rises, the agent is more likely to be tempted to exert effort in the first period. By contrast, a rise in h2 makes it less likely that IC 5 is satisfied. A more accurate second period signal, which the agent will certainly obtain by assumption, mostly improves the fallback option of only exerting effort in the second period. After all, an almost perfect second period signal almost certainly results in 
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R if the agent is in fact highly able and only exerts effort in the second period, given the beliefs of the principal. The relationship between π and c is the same in IC 5 as in IC 4, for much the same reasons. That is, at first the maximum c for which the IC holds rises with π, but then drops. At first a rise in π mostly serves to increase the odds of a correct final report. But the chance that reports are identical increases faster still. Additionally being wrong is being cushioned by a higher π. 

It should be noted that IC 5 is not necessarily a stricter constraint on c than IC 4 is. The greater the accuracy of s1 compared to s2 the more likely it is that IC 4 is more strict. That is the lower the increase in reliability from the initial to the final information the more likely it is that the agent wishes to obtain the first, but not the second piece of information. 

Of course if IC 5 does not hold, the agent initially gathers no information, then in equilibrium 
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 must be based on the final report and h2 only. The principal must assume that the agent exerts no effort in the first period and hence ignores r2, which as noted before results in no incentive for the agent to deviate to exerting effort in the first period. The agent still has an incentive to exert effort in the second period since in this case IC 1 applies, which we assume holds. 

5.5 Equilibria

To summarize, besides the babbling and semi-babbling equilibria discussed earlier there are three other equilibria. Two of these are very similar to the two semi-babbling equilibria, in that effort is only exerted in a single period.

5.5.1 Effort exertion in a single period only

There can be two equilibria in which the agent exerts effort in a single period only. The difference between these and the semi-babbling equilibria lies in the fact that these equilibria only exist if certain conditions are fulfilled, whereas the semi-babbling equilibria can be maintained despite these conditions through certain posited beliefs of the principal.

The agent may only gather information in the first period if IC 3 does not hold, or if IC 3 and IC 5 hold but IC 4 does not. For the latter to be the case, h2 must be relatively low compared to h1. The agent truthfully reports r1 = s1 but then always sends the same final report. The principal’s updated beliefs regarding the agent’s ability are given by 
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 in case of correct or incorrect reports respectively. Since the principal always receives identical reports, his beliefs when receiving conflicting reports are off equilibrium. An agent who exerted effort in the second period and received conflicting reports is most likely to want to deviate to sending conflicting reports. We therefore let the principal’s off equilibrium beliefs be given by 
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 in case of an ultimately correct or incorrect final report. This ensures the agent has no incentive to deviate to exerting effort in the second period and revealing his signal honestly. 

Thus by demanding an intermediate report the principal may change the timing of the gathering of information. Compared to the final report case, this implies that the advice of the expert, and thus the decision of the principal is based on less conclusive evidence. Additionally, the fact that  h1 < h2 has another detrimental effect for the principal. A highly able agent who exerted effort in the first period only is more similar to a dumb agent than a highly able agent who only exerted effort in the second period. Thus, the principal will be less able to differentiate between a high and low ability agent based on a right or wrong report.

A second equilibrium may exist in which the agent gathers information in the second, but not the first period, similar to the final report scenario. This is the case if IC 4 holds but IC 5 does not. In this case, h2 is relatively high compared to h1. The agent truthfully reports r1 = s1 and r2 = s2, however since s1 is uninformative, r1 gives no information either. Alternatively the agent can report anything he likes in the first period. This equilibrium mimics that of the final reports case, except that an additional report that consists purely of noise is added. The updated π’s in case of a wrong or correct final report are the same as those in the final report scenario, 
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R,f respectively. As these depend on s2 only the agent has no incentive to deviate to gathering information in the first period as well.

As discussed earlier, the principal can achieve the same results simply by only demanding a report in the period in which information is gathered.

5.5.2 Effort exertion in both periods

A third equilibrium can exist in which the intermediate report results in the agent gathering information in both periods, and honestly reveals the results of his investigation. This equilibrium is subject to most constraints, since not only must the agent not be tempted to lie if he receives two conflicting signals, but he must also be willing to invest in both signals. This is the case if  IC 4 and IC 5 hold. The agent truthfully reveals his signals r1 = s1 and r2 = s2, if h1 ≤ 
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, while the agent is willing to invest in both signals if the cost of investing c is low enough, c ≤ min{c(IC 4), c(IC 5)}. This is most likely with a moderately high π, to allow for a higher cost of effort, and a reasonably accurate signals (with some spread in accuracy). The principal’s updated beliefs in this equilibrium are given by 
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W in case of consistently right or consistently wrong reports and in case of a correct or incorrect final report respectively. In this scenario the principal both learns more about the state of the world ω and about the expected ability of the agent. 

6. Discussion and Concluding Remarks

In this section we discuss the implications and limitations of the results and how the results may change under different assumptions.

6.1 Role of intermediate reports

We have seen that if the principal only receives a final report the expert only gathered information in the second period, in which he received the most informative signal. This is because the agent’s final report is based on his most accurate signal only, and hence there is no value in gathering the less accurate signal. How the report came about cannot be seen and thus the expert cannot be evaluated on that basis. Requesting an intermediate report may provide information on how the final report came into being, thus providing an incentive to collect information in the initial, less informative period. As long as the expert provides no uninformative reports an intermediate report both allows a better estimate of the expert’s ability and additional information regarding the project. However intermediate reporting also results in an incentive to mimic the initial report, because highly able agents are less likely to have to change their opinion. 

If the initial information an expert can obtain is relatively accurate, such that a change in opinion reflects badly upon the expert, the report may become based on the less accurate initial information only. In that case the principal receives both a less informative report and a less accurate assesment of the expert’s ability compared to the final report scenario. This is however cushioned somewhat by the fact that this scenario occurs if the initial information is relatively good. In choosing to demand a final or intermediate report, there is a tradeoff between receiving the less accurate early or more accurate late report. Depending on how valuable it is to have access to earlier information on the likely outcome demanding an early report may be a better option for the principal. In that case the principal may as well only demand the early report. This shows that simply requiring the expert to comment early on can change the incentive structure in such a way that the expert’s opinion becomes less meaningful. The expert’s expertise may be smaller or greater depending upon the reporting structure.

The expert may also end up producing an intermediate report that is not based on any real information, simply because the initial information is not accurate enough to warrant the cost from the expert’s perspective. In that case the outcome is much the same as when the principal does not demand transparency, and thus whether an intermediate report is demanded or not is inconsequential.

In the final possible outcome, the expert gathers information in both periods and reports the results. This may occur if, although the initial information is somewhat accurate, the later information still provides a substantial improvement. In this scenario, as discussed above, the principal receives both more information on the project outcome and is better able to evaluate the expert. This scenario is the most desirable from the principal’s perspective. First of all, more is learned about the state in this case than in any of the other cases. This allows the principal to act upon the initial report, which may be very valuable, but abort if conflicting information becomes available. Second, the expert’s expertise is determined more accurately, such that in future decisions a good expert can be retained or a mediocre one replaced. Obviously, this can greatly enhance the quality of future decisions.
 

Altogether these results imply that more transparency is not simply better. Receiving more information on how a report or opinion came into being provides strategic concerns for those providing the reports or opinions, which may result in less expertise. Thus an increase in transparency may actually only increase the amount of paperwork circulating, with no real information being shared. Given that producing and reading reports is costly in itself, this is something that organizations should avoid. 

In previous literature  on reputational concerns and sequential reporting (eg. Prendergast and Stole 1996, Li 2007, Steffens and Visser 2010) the same strategic reporting concerns applied. However, in that literature, agents simply received a free (informative) signal each period. In that case, although the expert himself has better information it is not shared because of reputational concerns. We show that an expert may choose not to know better, simply because becoming more knowledgable is costly. 

6.2 Assumptions on the gathering of information

The results of the model depend upon a number of assumptions, especially those on the information the expert may receive. The most important of these are that the signals the expert receives are independent, and that the accuracy of these signals is improving over time.

Independent signals ensure that, besides the fact that an informative signal provides some information on the underlying truth, the initial signal is no indication regarding the following signal. This best represents cases in which new information of a different source is revealed over time, for instance using another technology. In police investigations the traditional techniques might represent the first signal an expert receives, while DNA synthesizing techniques might represent the second signal. The most logical alternative is that signals are dependent in such a way that receiving the same second signal is more likely than receiving a different signal, all else equal. This would represent an investigation that uses the existing evidence to get new evidence. With dependent signals the agents are more likely to be the same, such that the prime reason for investigating, correctly updating the report is less likely to occur. Hence the agent will be less willing to exert effort to get new information. Thus the closer signals are related, the more likely it is that an intermediate report results in the situation in which the agent only gathers information in the first period. 

Second we assumed that the quality of information is improving over time. It may be that better assessment techniques become available or feasible over time, which enable the expert to form a more accurate picture of the situation. Or the better techniques may simply take longer to yield an estimate. If on the other hand the initial information is most accurate, the results break down. In the final reports case, the agents report will be based on the more accurate first period signal. In the sequential reporting case, the agent never has an incentive to change his opinion based on a conflicting second period signal, since the first period signal is pivotal for his estimate. No effort will therefore be exerted to gather new information after the initial signal. Thus sequential reporting results in the repetition of the intermediate signal such that less accurate information on either the agent’s ability or the state is glossed compared to the final report scenario. In this case an early report suffices to glean all the information the agent gathers. Thus the principal’s desire to receive more accurate information may be frustrated by the agent’s reputational concerns.

A third assumption on the gathering of information is that it is equally costly to gather information in the first or the second period. This is mainly a simplification to ensure the agent exerts effort in the second period in the final report case. If the first period signal is less costly to obtain than the second period signal, it is no longer obvious whether the agent exerts effort to receive the strictly more informative signal in the final reports case. The agent may wish to get the less informative but cheaper first period signal instead. If this is the case, then demanding an intermediate report may result in the best information becoming available, if the agent can be tempted to exert effort in the second period in combination with the first. However given that besides the likelihood of receiving an identical signal the second more informative signal is also more expensive, the situation of effort exertion in both periods may be less likely to happen than in the modeled scenario, depending upon which effort exertion constraint was more strict. 

6.3 Asymmetric information on ability

Another critical assumption in the model is that the agent is unaware of his own ability. This may be a realistic assumption in some scenario’s, but not in others. Symmetric information on ability may be a good description for situations with which both players are unfamiliar, and for some lines of work. In some situations however the agents may be aware of their ability (or have a more accurate picture). This creates different concerns for the agent when reporting than in the symmetric information case, since highly able agents have more confidence in their information than do mediocre agents. 

In this situation both the high and the low ability agent must be capable of receiving an informative signal for there to possible be an equilibrium in which both types of agent report their signals honestly in the sequential reporting case. In the simplest case, the low ability type’s second signal is informative if effort is exerted. Then under the final reports case, both types have a pivotal second period signal. Thus if both types are to exert effort in equilibrium, it will be in the second period only. This again yields the principal the best possible estimate regarding the state. 

The sequential reporting equilibria after having received two signals are discussed in Li (2007). Besides the requirement that the low ability type agent also (possibly) receives an informative signal, the high ability agent must be relatively more confident in his later signal. As in the symmetric case discussed in this paper, if the first period information of the high ability agent becomes too accurate, the agent will want to simply repeat his initial report. Importantly, since a low ability agent has less confidence in his second period signal than a high ability agent, this cut off value will be lower for the low ability agent. From that point on the low ability agent will mix over producing identical and differing reports after having received mixed signals. This is because high ability agents otherwise has a simple way of distinguishing himself, producing conflicting reports. This mixing by the low ability agent reduces the value of producing consistent reports, such that the cut off value for the high ability type shifts upwards, up to the point where the low ability type is more confident in his second signal. Thus there are three possible reporting equilibria, depending on the range in which the accuracy of the highly able agent’s first signal falls, and the overall incidence of highly able agents. First, when the first period signal of the highly able agent is inaccurate, both types are willing to truthfully report their signals. For intermediate accuracy, a highly able agent honestly reports his signals, but a low ability agent sometimes produces consistent reports if his signals are conflicting. For a highly accurate first period signal for the high ability type, both types always report consistently. Note however that the results discussed above only hold if the incidence of highly able types is low enough.

If both types always produce two identical reports, then the effort choice is simple. Neither type exerts effort in the second period. Then the question of how informative the report that the principal receives is reverts to the question of whether the high ability type is willing to exert effort in the first period (assuming the low ability type cannot get an informative signal in the first period). If the agent exerts effort in the first period the principal receives a less informative report when demanding an intermediate report than when demanding a final report.

If the reporting equilibrium in which both types report their signals honestly exists, the question that remains is whether both types want to exert effort. The low ability type must exert effort in the second period, and the high ability type in both periods for the informative honest revelation equilibrium to be feasible. If the low ability type does not exert effort in the second period, he can choose to report anything in the second period since he has no information at all. This will result in some mixed reporting strategy. Since consistent reporting is a sign of high ability, the low ability agent will be reporting consistently somewhat more often than he would be if he exerted effort. The high ability type agent must exert effort in both periods for there to be an informative first and second period report regardless of what the low ability type does. If the high ability type does not exert effort in the second period, the final report will simply be a repetition of the intermediate report. Since the accuracy of the first period signal is relatively low, the question that seems most pertinent is whether or not effort is exerted in the first period. If not, consistent reporting is not valued in equilibrium, and information gathering is more likely in the second period. 

Suppose now that the low ability type mixes in the reporting equilibrium after conflicting signals. If the principal is to receive an informative intermediate and final report, either type must be willing to exert effort in the second period, and the high ability type must be willing to exert effort in the first period. Note that since the low ability type agent mixes, he is indifferent between producing a conflicting and consistent report after having received conflicting signals. Thus for the low ability type we have the following situation. Either he receives an identical signal, or he receives a conflicting signal, and does not care what he reports. The use of gathering information in the second period lies in the ability to correctly change the final report. However since the low ability type agent will mix in the reporting equilibrium, he will be indifferent between possibly correctly updating the report or reporting consistently. Thus the low ability type agent has no use for exerting effort in the second period. Then we are in the same situation as discussed above, in which the low ability exerts no effort in either period and follows a mixing strategy that mimics the high ability agent reporting in equilibrium. The considerations for the high ability type to exert effort are the same as discussed earlier. Hence only two of the three possible reporting equilibria found by Li (2007) survive when experts must acquire information rather than obtain it for free.

As a last note on privately known ability, recall that in the symmetric information case we assumed that if a final report was demanded, the agent did not produce an intermediate report on his own. If agents know their own ability however, highly able agents can benefit from providing an intermediate report if this allows a better evaluation of their ability. In that case, even low ability agents must provide an intermediate report or be instantly recognized. Thus in the asymmetric information case it may not be feasible to get a final report only.

All in all, regardless of whether ability is privately known or not the following results hold. With a final report, the report is based on the best possible single source of information that can be used. If an intermediate report is demanded, there is no guarantee that both sources of information are used. Indeed it may well be possible that two identical reports are produced, both of which relying on the least accurate information. Thus there is no guarantee that sequential reporting results in at least as accurate a final report as a single report would. This is true whether signals are costly or not. However if signals are costly the likelihood that the final report under sequential reporting is as accurate as a single report is lower. Additionally, it is less likely that the intermediate report is informative.

6.4 Hiring multiple agents

A way to mitigate the lack of expertise of experts in the model may be for the principal to hire another agent, who reports simultaneously. This way the principal gets at least two informative signals, which may or may not be an improvement over hiring a single agent. Suppose that in equilibrium each agent gathers information in the first period. After reporting we are in one of two situations: either the reports are identical, or they conflict. 

Identical reports amount to a very accurate single first period signal, such that it is unlikely that either agent exerts effort to obtain an informative second period signal. If on the other hand the reports conflict, nothing new has been learned, either state is still equally likely. Thus the prime consideration for not gathering information in the second period in the case of one agent, a high likelihood of an identical signal, does not apply with two agents. This results in a stronger incentive to exert effort compared to the single agent case. However two conflicting reports also increase the likelihood that either or both agents are of low ability, since low ability agents have no information and report essentially randomly. Since effort is less likely to result in an informative signal, the incentive to exert effort is reduced. Thus the overall effect on the incentive to exert effort in the second period is ambiguous in case of conflicting reports. 

Conflicting signals are more likely if the accuracy of the high ability agent’s first period signal is lower. In that case, the downward adjustment in expected reputation following conflicting signals is also lower. Thus the effect that lowers the incentive to exert effort in case of conflicting reports is dampened in those cases when conflicting reports are most likely. Note that lower accuracy of the high ability agent’s first period signal also makes it more likely in the single agent scenario that honest reporting occurs, such that effort exertion in both periods may be possible. Thus the relationship between the accuracy of the first period signal and the likelihood that the principal can elicit the agent(s) to exert effort in multiple periods is similar for the single and multiple agent(s) scenario. The same is obviously true for the accuracy of the second period signal. A more accurate second period signal only serves to make effort exertion in the second period more attractive.

The lower the odds that an agent is highly able, the lower the odds that the reports of the two agents coincide. This again dampens the impact of conflicting reports on the expected ability of the agent, and thus on the incentive to exert effort in the second period. However, the intuitively more important consideration is that if the agent is unlikely to be highly able to begin with, the incentive to gather information in the second period is limited, as evidenced in the single agent case. The relationship between the probability that an agent is highly able and the principal’s ability to elicit effort in both periods is therefore similar across the single and multiple agent(s) scenarios.

Thus whether the principal hires one or two agents, the following results hold. The lower the probability of facing a highly able agent the less likely it is that the principal receives multiple informative reports from each agent. It is also a situation in which it is more likely that a principal hiring two agents receives identical reports, such that one state cannot be said to be more likely to be true than the other. A highly accurate first period signal for the highly able agent makes it more likely that the principal only receives a single informative report from the agent(s). Even if the principal only receives a single informative report from each agent in this case, it is based on a relatively accurate signal. Hiring two agents results in a still more confident assessment in this case. If on the other hand the first period signal of the high ability agent is relatively inaccurate, the principal is more likely to receive two reports from each agent. Given that the first period report is based on relatively inaccurate information the second report may greatly improve the reliability of the final estimate. In the case in which the principal hires multiple agents, it may even be necessary for the agents to exert effort in both periods to have any estimate of the state, since it is less likely that both initial reports coincide. In both the single and multiple agent case, a more accurate second period signal makes it more likely that the principal receives two informative reports from the agent(s).
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� For example, Freedman (2010) contains a large collection of anecdotes. 


� Technically there are of course always inverse speech versions of the equilibria found.


� Of course, w must be set high enough to satisfy the agent’s unmodeled participation constraint.


� Note that we assume that the agent does not report his first period signal prior to receiving the second period signal if it is not demanded by the principal.


� It should be noted that since both states are equally likely, s1 alone does not allow the agent to update π.


�	 We assume that in this case the agent honestly reports r2 = s2.


� There is a minor caveat in that the expert must exert more effort in this scenario, and hence it is more costly to hire an expert. 
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